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‘-i Significance of the Problem

* Vulnerabilities, variety and complexity of cyber-attacks and
gravity of their consequences highlight urgent necessity for
information assurance and survivability of computer systems.

 Now we see in the Internet the next step of counteraction
between the means of assault and the means of defense

* Traditionally the attackers have advantage over defenders

 Hackers characterize the current state of counteraction of
malefactors’ systems to security systems as “a game of
network cats and mice”.

« Modeling and simulation has become fundamental to
computer science, including computer security area

RE-TRUST Workshop, December 19-20, 2006
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What is it “Computer Attack”?

“Any computer attack ... is a complex phenomenon
involving mixes of human behavior and interactions
of complex interdependent systems. There is no
widely accepted information physics that would allow
to make an accurate model, and the sizes of the
things we are modeling are so large and complex
that we cannot describe attacks with any reasonable
degree of accuracy.” ([Chi et al-01]).

RE-TRUST Workshop, December 19-20, 2006



i Computer Attack Trends (1)

Source: CERT/CC (A. Householder, K. Houle, C. Dougherty, etc.)
* Increasing the level of automation and penetration
speed

« Main phases of attacks: scanning for potential victims
and vulnerabilities, compromising, propagating, and
coordinated management

* Now, attack tools exploit vulnerabilities as a part of the
scanning activity, which increases the speed of
propagation

» Attack tools can initiate new attack cycles themselves
« Coordination functions are very advanced ...
* Increasing speed of vulnerabilities discovery

* Intruders are able to discover new vulnerabilities before
the vendors are able to correct them. Time to patch is
iIncreasingly small

RE-TRUST Workshop, December 19-20, 2006



‘-i Computer Attack Trends (2)

« Using global Internet security policy lacks

* a single attacker can relatively easily employ a large number
of distributed systems to launch attacks

 Infrastructure attacks (DoS, worms, DNS, and router attacks)

« Increasing sophistication of attack tools (difficult to
discover)

« Anti-forensics. Analysis often includes laboratory testing and
reverse engineering

« Dynamic behavior (based on random selection, predefined
decision paths, or through direct intruder management)

« Technologies are being designed to bypass typical firewall
configurations (IPP (the Internet Printing Protocol), WebDAV
(Web-based Distributed Authoring and Versioning)) ...

« Wars between malefactors’ teams

RE-TRUST Workshop, December 19-20, 2006



‘i Strategies of cyber-attacks

(1) Information gathering about the computer system under attack,
detecting its vulnerabilities and defense mechanisms;

(2) Determining the ways of overcoming defense mechanisms (for
example, by simulating these mechanisms);

(3) Suppression, detour or deceit of protection components (for
example, by using slow (“stretched” in time) stealthy probes,
separate coordinated operations (attacks) from several sources
formed complex multiphase attack, etc.);

(4) Getting access to resources, escalating privilege, and
iImplementation of thread intended (violation of confidentiality,
integrity, availability, etc.) using the vulnerabilities detected;

(5) Covering tracks of malefactors’ presence and creating back
doors in order to use them later.

RE-TRUST Workshop, December 19-20, 2006



Sophisticated Attack Scenarios

Example of attack scenario

Information gathering
(Reconnaissance)

Initial attempt to penetrate
a host (a network)

Expansion

RE-TRUST Workshop, December 19-20, 2006
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‘ﬁ Why Do We Need to Simulate Attacks?

* |t could help in deeper study of the essence and

features of different attacks (intentions of malefactors,
attack objects, structure of attack scenario, strategies of
multi-phase attack realization, etc.) ;

* It could be used for active vulnerability assessment
(penetration testing) to validate implemented security
systems, in particular, Intrusion detection systems (IDS);

* For investigation of protection mechanisms;

* To use an artificially generated sample of attacks as
training and testing data sets for security tools learning.

RE-TRUST Workshop, December 19-20, 2006



‘- Security Evaluation Areas

Impact assessment for determining how security measures affect
system and application properties (performance, reliability, etc.)
[D.Nicol, S.Smith, M.Zhao-04 ; S.Kent, C.Lynn, K.Seo-00 (Secure
BGP); M.Zhao, S.Smith, D.Nicol-05; etc.]

Emulation, in which real and virtual worlds are combined to study the
interaction between malware and systems, and probe for new system
weaknesses [G.Bakos, V.Berk-02 (Worm activity by metering ICMP);

M. Liljenstam et al-03 (Simulating worm traffic); etc.]

Cyberattack exercises and training scenarios
[M. Liljenstam et al-05 (RINSE); B. Brown et al-03; etc.]

Risk assessment based on known vulnerabilities, exploits, attack
capabilities, and system configuration [R. Ortalo, Y.Deswarte,
M.Kaaniche-99; Sheyner et al-02; V.Gorodetski, |.Kotenko-02 (Attack
Simulator); B.Madam, K.Goseva-Popstojanova-02; E.Pogossian,

A.Javadyan-03; etc.] Source: DAVID M. NICOL
RE-TRUST Workshop, December 19-20, 2006



‘. Security Analysis

o Model system

e Model adversary

e ldentify security properties

o See If properties preserved under attack
= Result

= Under given assumptions about system, no
attack of a certain form will destroy
specified properties

[Vitaly Shmatikov/
RE-TRUST Workshop, December 19-20, 2006



Explicit Intruder Method

Set of rules
.‘ RFC, IETF draft, describing what

research paper,
design document...

attacker can do

RE-TRUST Workshop, December 19-20, 2006



Range of Modeling and Simulation
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Works Related to Attack Modeling

Y

Y

Describing attacks and attack taxonomies

Describing particular classes of attacks

Directly coupled with attack modeling and
simulation

Devoted to descriptions of attack specification
languages

On evaluating security systems

Devoted to signatures and traffic generation tools

RE-TRUST Workshop, December 19-20, 2006



Outline

n

d Introduction

d  Works describing attacks and attack taxonomies

O  Works directly coupled with attack modeling and
simulation

d Works devoted to descriptions of attack
specification languages

O Works on evaluating security systems

d Formal grammar and state machines based
approach

L Agent based and packet level simulation
approach

d Conclusion



‘li List of main works

« Lists of attack terms ([Cohen-95], [Icove et al-95], [Cohen-97],
[Howard et al-98));

« Lists of attack categories ([Cheswick et al-94], [Ranum-97]));
« Attack results categories ([Cohen-95], [Russell et al-91]);

« Empirical lists of attack types ([Lackey-74], [Neumann et al-
89], [Amoroso-94], [Lindqvist et al-97]);

 Vulnerabilities matrices (JAmoroso-94], [Landwehr et al-94]));
* Action-based taxonomies [Stallings-95];

« Security flaws or vulnerabilities taxonomies ([Beizer-90],
[Saltzer et al-75], [Hogan-88], [Aslam-95], [Dodson-96], [Krsul-
98));

« Taxonomies of intrusions based on the signatures [Kumar-95];
* Incident taxonomies [Howard et al-98],
* efc.

RE-TRUST Workshop, December 19-20, 2006



Lists of attack terms

[Cohen-95]

Trojan horses Tolf fraud networks Fictitious people Infrastructure observation E-mail overflow
Time bombs Get a job Protection limit poking Infrastructure interference Human
engineering

Bribes Dumpster diving Sympathetic vibration Password guessing Packet insertion
Data diddling Computer viruses invalid values on calls Van Eck bugging Packet watching
PBX bugging Shoulder surfing Open microphone listening Old disk information Video viewing
Backup theft Data aggregation Use or condition bombs Process bypassing False update disks
input overflow  Hang-up hooking Call forwarding fakery filegal value insertion E-mail spoofing

Login spoofing Induced stress failures Network services attacks  Combined attacks

[Icove et al-95]

Wiretapping Dumpster diving Eavesdropping on Emanations  Denial-of-service Harassment
Masquerading Software piracy Unauthorized data copying Degradation of service Traffic analysis
Trap doors Covert channels Viruses and worms Session hijacking Timing aftacks
Tunneling Trojan horses IP spoofing Logic bombs Data diddling
Salamis Password sniffing  Excess privileges Scanning

RE-TRUST Workshop, December 19-20, 2006



Computer and Network Incident Taxonomy

[Howard et al-98]

Incident ’{
Attack
Event
g
Attackers Tool Vulnerahility Action Target Unauthorized Objectives
Result
Hackers Phirsical Design Frohe Account Increased Access Challenge,
Attack Statis,
Thrill
Spies Information "1 Implementation Scan Process " | Disclosure of ™ [ Poitical
Exchange Information G ait)
Tertorists Uszet Confizuration Flood Data Cortuption of Fihaticial
Commatid Information Graity
Cotporate Sctipt or Suthenticate Cotupotent Theft of Dathage
Haiders Program Fesources
Frofessional Autonomons Bypass Cotuputer Dendal of Betvice
Criminals & gent
Vandals Toolkit Spoof Network
Voyeuts Digtribnated Read Inter-
Tonol netwrork
Data Tap Copy
ateal
Il odify
Delete
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i List of main works

Temporal model of intrusion [Amoroso-99]

Using Colored Petri Nets [Kumar et al-94]

State transition analysis technique [Iglun et al-95], [Kemmerer et al-98]
Conceptual models of computer penetration ([Cohen-99],[Stewart-99])
Descriptive models of attackers [Yuill et al-00]

“Tree”-based models of attacks ([Huang et al-98], [Schneier-99],
[Moore et al-01], [Dawkins et al-02])

Modeling survivability of networked systems [Moitra et al-01]
Object-oriented Discrete Event Simulation [Chi et al-01]

Situation calculus and goal-directed procedure invocation [Goldman-
02]

Using and building attack graphs for vulnerability analysis ([Swiler et
al-01], [Ortalo et al-01], [Sheyner et al-02], [Jha et al-02])

Game-theoretic models [Lye and Wing-03]
Multi-stage attack analysis [Dawkins, Hale-04]
Modeling and inference of attacker [Liu, Zang-05 ], etc.

RE-TRUST Workshop, December 19-20, 2006




Temporal Model of Intrusion
‘.i [Amoroso-99]

» |n atemporal model of attack realization, an intruder begins with some
initial action, and this action is followed by supporting actions, etc.

= Response and other actions may also be involved, and the security
officer, normal users, other intruders, and so on may initiate these actions.

=  The resultant sequence of actions models the exploitation of
vulnerabilities to bring about the unauthorized security threat.

Time

{ ) £\ { ) - - { ) -

b ¥ Y ¥

Intruder’s Intruder’s Intruder’s Intruder's
Action Action Action Action J

\

Attack action sequence
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Using Colored Petri Nets
[Kumar et al-94]

= Each intrusion signature is expressed as a pattern that represents
the relationship among events and their context.

= The notions of start and final states, and paths between them
determine the set of event sequences.

= |ntrusion patterns have preceding conditions and following actions
associated with them.

RE-TRUST Workshop, December 19-20, 2006



State transition analysis technigue
i [Iglun et al-95]

= Computer penetrations are described as sequences of actions that an
attacker performs to compromise the security of a computer system.

= Attacks are described by using state transition diagrams.

= The description of an attack has a “safe” starting state, zero or more
intermediate states, and (at least) one “compromised” ending state.

» States are characterized by means of assertions describing aspects of the
security state (file ownership, user identification, user authorization).

RE-TRUST Workshop, December 19-20, 2006



Cause-effect model of cyber attack
[Cohen-99]

Q ' Viewpoints Hl.

RE-TRUST Workshop, December 19-20, 2006



High-level Attack Model based on
Intruder’s Intent [Huang et al-98]

Intrusion intention is determined as the goal-tree.

The ultimate goal of intrusion corresponds to the root node.
Lower level nodes represent alternatives or ordered sub-goals in
achieving the upper node/goal.

The “OR”, “AND”, and “Ordered-AND” constructs are used for
representation of temporal sequences of intrusion intentions.

Spread :
l:ta Get-Info
sniff
Check install f 55” off-line .
Sum ifconfig hhde e ot 00 spoof crack passwd
ag : ;

Representation of flooding/spoofing/sniffing sequences
RE-TRUST Workshop, December 19-20, 2006




Attack trees
‘.i [Schneier-99]
“AND” and “OR” nodes are used in attack trees.

OR nodes are alternatives.

AND nodes represent different steps toward achieving the
same goal.

RE-TRUST Workshop, December 19-20, 2006



“Tree” - based Approach

‘. [IMoore et al-01]

“An enterprise typically has a set, or forest, of attack trees that are
relevant to its operation. The root of each tree in a forest
represents an event that could significantly harm the enterprise’s
mission.

Two structures are used for attack representation:

(1) attack pattern (characterizing an individual type of attack),

(2) attack profile (organizing attack patterns to make it easier to
apply them).

Each attack pattern contains: the overall goal of the attack, a list of
preconditions for its use, the steps for carrying out the attack, a list
of post-conditions that are true if the attack is successful.

Attack profiles contain a common reference model, a set of
variants, a set of attack patterns, and a glossary of defined terms
and phrases.

RE-TRUST Workshop, December 19-20, 2006



Modeling survivability of networked
‘- systems [Moitra et al-01]

e The model consists of three sub-models.
« The first one simulates the occurrence of attacks or incidents.

 The second one evaluates the impact of an attack on the
system depending on the attack type and the protection
system maturity.

« The third one assesses the survivability of the system.

 The model of incidents is determined as a marked, stochastic

process, where the incidents are the events that occur at random
points in time, and the event type is the mark associated with an
incident. Each occurrence time tk of the k-th incident in a temporal
point-process has a mark jk associated with it, where jk will have
values in a specified space. The mark has to take into account the
severity of the incident and the possibility of single, or multiple and
simultaneous attacks.

RE-TRUST Workshop, December 19-20, 2006



Situation calculus and goal-directed
‘ procedure invocation [Goldman-02]

 The suggested computer network attack model uses an action
representation based on the Golog situation calculus and goal-
directed procedure invocation.

 Goldman has designed components of a stochastic attack
simulator which can simulate some goal-directed attacks on a
network.

« Using the situation calculus, the developed attack simulator can
project the results actions with complex preconditions and context-
dependent effects.

« The goal-directed invocation permits to express attacker plans like
“first attain root privilege on a host trusted by the target, and then
exploit the trust relationship to escalate privilege on the target”.

RE-TRUST Workshop, December 19-20, 2006



Technique for generating and analyzing attack
‘ graphs ([Sheyner et al-02], [Jha et al-02])

« "The technique is based on symbolic model checking algorithms
([Clarke et al-00], [SMV], [NuSMV]), letting construct attack graphs
automatically and efficiently. The authors implemented the
technique in a tool suite and tested it on a small network example.

« Authors suggested applying this technique and the tool suite for
vulnerability analysis of a network. A typical process for
vulnerability analysis proceeds as follows.

« First, vulnerabilities of individual hosts (using scanning tools)
are determined.

« Using this local vulnerability information along with other
information about the network, such as connectivity between
hosts, they then produce attack graphs. Each path in an attack
graph is a series of exploits, which they call atomic attacks,
that leads to an undesirable state.

« Then further analyses (such as risk analysis, reliability
analysis, or shortest path analysis) are performed.

RE-TRUST Workshop, December 19-20, 2006
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‘. Attack languages and their classification

« Attack languages are used with the purpose of attack recognition,
analysis of the relations between various attacks, response on
them and documenting of intrusions. Besides, attack languages
can be used for fixing the scenarios and prehistory of attacks, and
also for reproduction of attacks with the purposes of testing
intrusion detection systems ([Vigna et al-00], [Eckmann et al-00]).

« Attack languages are classified using various tags. In particular, in
[Vigna et al-00] the classification of the attack description
languages is offered, according to which six types of languages are
entered:

 event languages;

« exploit languages;

* reporting languages;

« detection languages;
e correlation languages;
* response languages.

RE-TRUST Workshop, December 19-20, 2006



‘- Types of attack languages

« Event languages ([BSM-91], [Jacobson et al-00], [Bishop-95],
etc.) describe the format of events used during the detection
process.

« Exploit languages ([CASL-98], [Deraison-99], etc.) are used to
describe the stages to be followed to perform an intrusion.

* Reporting languages ([Feiertag et al-99], [Curry-00]) describe
the format of alerts produced by the IDS.

« Detection languages ([Kumar et al-95], [Paxson-98], [Roesch-
99], [Turner et al-00], [Eckmann et al-00], [Me-98]) allow the
expression of the manifestation of attacks.

« Correlation languages permit analysis of alerts provided by
several IDS.

« Response languages are used to express countermeasures to
attacks.

RE-TRUST Workshop, December 19-20, 2006
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List of main works

Event
languages

Exploit
languages

Reporting
languages

Detection
languages

Correlation
languages

Response
languages

Tcpdump [Jacobson et al-00]

+

Bishop [Bishop-95]

+

CASL [CASL-98]

NASL [Deraison-99]

CISL [Feiertag et al-99]

IDMEF [Curry-00]

Kumar [Kumar et al-95]

BRO [Paxson-98]

Snort [Roesch-99]

SNP-L [Turner et al-00]

STATL [Eckmann et al-00]

GasSATA [Me-98]

LAMBDA [Cuppens et al-00]

Adele [Michel et al-01]

RE-TRUST Workshop, December 19-20, 2006




‘. STATL

« STATL is an extensible attack language designed to support
intrusion detection [Eckmann et al-00].

« The STATL provides constructs to represent an attack as a
composition of states and transitions.

« States are used to characterize different snapshots of a
system during the evolution of an attack.

« A transition has an associated action that is a specification of
the event that may cause the scenario to move to a new
state.

RE-TRUST Workshop, December 19-20, 2006



‘. AdelLe

 AdelLe is designed to model a database of known attack scenarios
[Michel et al-01]. An ADelLe description looks like a function in C
programming language with name and parameters.

« The description body is made up of three parts: exploit part,
detection part, and response part.

« The exploit part represents the attacker's point of view. It is
composed of three sections: pre-condition, attack, and post-
condition.

« The pre-condition section expresses the requirements for
launching the attack. These are data about the target operating
system, installed software, the vulnerabilities, the level of privilege
needed by the attacker to launch a successful attack, etc.

« The attack section determines the source code of the attack that
can be expressed in different languages (“C”, “C++7, “Perl”, “Casl’,
“Nasl”, etc.).

RE-TRUST Workshop, December 19-20, 2006
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‘h List of main works

» Methodology and software tools for testing IDSs ([Puketza et al-96],
[Puketza et al-97], [Debar et al-98], [Alessandri et al-01], [McHugh-00]);
» Evaluations of IDSs of MIT ([Lippmann et al-98, 00, 02]);

» Real-time test bed of AFRL [Durst et al-00];

» Dependability models for evaluation security [Nicol et al-04];

» Penetration testing of formal models of networks for estimating
security metrics [Sheyner et al-02];

» Model checking for analysis of network vulnerabilities [Ritchey,
Ammann-00 |;

» Global metrics for analyzing the effects of complex network faults and
attacks [Hariri et al-03];

» Natural-deduction for automatic generation and analysis of attacks
against IDS [Rubin et al-04];

» Knowledge-based approach to network risk assessment [Shepard et
al-05], etc.

RE-TRUST Workshop, December 19-20, 2006
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Lessons Learnt from Study of Attacks
Peculiarities

1:

Formal model of a distributed attacks implemented by
team of malefactors has to have at least three-level
structure:

Upper level - intention-based scenarios of malefactors’ team.
Middle level - intention-based scenarios of each malefactor.

Lower level - malefactor’s intention realization specified in terms
of sequences of low-level actions (commands).

2: Attack is being developed dynamically and depends

on the attacked network response and on
effectiveness of the malefactor’s actions (like any
adversary domain).

. Formal model of attack against computer network

should be capable to represent many uncertainties
inherent to the real-life practice of attacker and
computer network security system response.

RE-TRUST Workshop, December 19-20, 2006



Ontology of Attacks:
‘.. Fragment of Ontology at Macro-Level

. +he ontology of attacks and defense mechanisms comprises
a hierarchy of notions specifying activities of the team of
information warriors who aim to implement attacks and protection
against them at different levels of detail.
* In this ontology, the hierarchy of nodes representing notions can
be divided into two subsets according to the macro- and micro-
levels of the domain specifications.
* The notions of the ontology of an upper level can be
interconnected with the corresponding notions of the lower level
through one of the following kinds of relationships:

(1) “Part of” (decomposition);

(2) “Kind of” (specialization);

(3) “Seq of” (sequence of operation).

(4) “Example of” (“type of object — specific sample of object”).

RE-TRUST Workshop, December 19-20, 2006



Ontology of Computer Network Attacks:
Fragment of Ontology at Macro-Level

Reconnaissance

R
IH

Collection ofCI
Information
Identificatior*S
of services < 19
Identification
of OS

Identification
of hosts

Network Ping D
Sweeps

PS
Dumb host

RE “Enumeration

Notions of scan
micro-layer DHS
Scanning SFB
'FTP Bounce'
SN
TCP Null
scan HS
Half scan

Notions of lower levels

BE Applications an
Banners
UE Enumeration
Users and Groups

A

A

Enumeration
Resource

Network attack

Implantation and
threat realization

| Creating Back

Getii Doors
ettn ‘\O
Access%o f CBD
SPIH . Resources CT
Port Scanning Covering
ST S o GA% " Tracks
ainin
\OTCPSESQ”E“ Escalating o AdditionaIgData
S Privilege TR Th_rea_t
TCP SYN Realization
scan
DOS
SF CD oD Denial of

SCan

TCP Xmas
Tree scan

SU
UDP scan

Confidentiality Integrity Service
A FL destruction
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=——p "Part of" relationship

= “Subclass of" relationship
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Ontology of computer network attacks:
Fragment of Ontology at Micro-Level

Network Ping
Sweeps DC

Pl / \.NS Netscan

. @
ping PR WSP WS_PingProPack
_ F'.DG Pinger |
fping + gping ) Ping Sweep

IER ¢ ‘@ IER |CMP Echo Request
ICMP Echo Request ﬂ

@)
00:43:10.094644 244.146.4.20 > 00:43:16.036735 244.146.4.20 >
198.24.15.255: icmp: echo request 210.122.25.255: icmp: echo request
— — Relationship “Class of..." . — Relationship “Sequence..."

» —Relationship “Example of... "
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Basic Malefactors’ Intentions

Intention-centric approach to the specification of malefactor's activity:
basic notions of the domain correspond to the malefactor intentions and all
other notions are structured according to the structure of intentions.

List of Basic Classes of High-level Malefactor's Intentions:

R — Reconnaissance:

IH — Identification of the running '~ Implantation and threat realization:
Hosts GAR — Getting Access to Resources
IS — Identification of the host of the host _
Services EP - Escalating Privilege with regard
I0 — Identification of the host to the host resources
Operating system GAD - Gaining Additional Data needed
(CI - Collection of additional for further threat realization
Information ) TR — Threat Realization
RE — shared Resource Enumeration CD - Confidentiality Destruction
ABE — Applications and Banners CT - Covering Tracks
Enumeration CBD - Creating Back Doors

RE-TRUST Workshop, December 19-20, 2006



i Formal Grammar Framework for
Specification of Hackers’ Plans (1)

Higher level formal model of attack generation:
M, =<{G;}, Sub>,
where M, — meta-grammar, {G; } — set of (attribute

stochastic) grammars,
Sub — “substitution” operation.

Each grammar of the set {G, } corresponds to a node of
the ontology.
Each terminal symbol of an upper level grammar is

mapped to the name of the axiom (grammar) of a lower
level grammar.

Use of substitution operation semantically corresponds
to more detailed specification of an attack scenario.

RE-TRUST Workshop, December 19-20, 2006



i Formal Grammar Framework for
Specification of Hackers’ Plans (2)

Formal grammar: G, =<V ,V;,S,P,A>,

where G, — formal grammar name (it coincides with the
name of attack and the name of its axiom); V, — the set
of non-terminal symbols; V; — the set of terminal
symbols; S e V, — formal grammar axiom;

P — the set of productions which look like follows:
(U) X2 a (Prob),

where X €V, a € (V1 UV,)*, U — precondition of the
production application; Prob — probability of the
production application;
A — the set of attributes and their dependencies
(functions having attributes as variables).
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Implementation Issue: State Machine-based
Representation of “Reconnaissance”

|
0) (1-12) ﬁi Y .

)R ->IHR1 (1)
2)R > IHR2 (7-12) — 7

10) R1> IHR1 (1) ﬁ

5) R-> 10 R1 3)
6) R-> 10 R4 (7-12)

12) R2-> IO R4 (7-12) ﬁ

7)R > RE R1 (4) ﬁ |

17) R1 -> 10 R1 (3) ﬁ

9) R -> ABE R1 (8) ﬁ |

20) R5 -> RE R6 (7-12) ﬁ

21) R1-> RE R1 (4) ﬁ

16) R1 -> End (2) ﬁi 1

24) R1-> UE R1 5) ﬁ

23)R1 > End (4) ﬁ

27) R1-> ABE R1 (6) ﬁ

IR1 — Intermediate state
IH - Identification of

3)R-> IS R1 (2)
4) R-> IS R3  (7-12)

running Hosts

IS — Identification of
Services

11) R2-> IS R3 (7-12)

14) R1-> IS R1 (2)

] 10 - Identification of OS

|8 R->UER1 (5)

Information

RE — Resource

]
]
15) R3—> 10 R4 (7-12) ﬁ Cl — Collection of
]
]

18) R4-> CI R5 (7-12)

Enumeration
UE - Users and Groups
Enumeration

13) R1 -> End (1)

] ABE — Applications

and Banners

22) R6-> UE R7 (7-12)

Enumeration

25) R7-> ABE R8 (7-12)

26) R1 -> End (5)

19) R1 -> End  (3) ﬁ

28) R1 -> End (6)
29) R8-> End (7-12)
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Implementation Issue: State Machine-based
Representation of DoS Attack

4) DS -> SADS1 (7-12) D\ @os ) DS -> PDDS1 (7-12)
— il .
3) DS -> PF DS1 (7-12) I\ AN N - / DS1- In;[etrmedlate
N / ) DS -> UF DS1 (7-12) slzlis
AESSIARST [ ) ~- N / /ﬁ ] ﬁ SF — SYN flood,
1) DS -> SF DS1 ~ [))Ds->FsDST (7-12) ﬁ LA — Land attack,
PF — Ping flood,
SA — Smurf attack,

PD — Ping of Death,
UF — UDP flood,

14)ps1>end (-2 |IFS — Storm of

8) DS1-> End (7-12)ﬁ

inquiries to
13) DS1->End  (7-12) FTP-server

9) DS1->End  (-12)8 /

12) DS1->End  (7-12) &

10) DS1->End  (7-12) B* 4 \_ |1 Ds1->End (7-12)
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network model

* Interaction of attack agents and computer

Agent 1: Simulator
of attack

1k

Agent 2: Simulator
of attack

.
.
.
.
.
.
.
.
.
‘e
.

the host
reaction

of attack success
probabilities

Model of /
the host 1 Model of

the host 2
e

of attack

Agent 3: Simulator

W
.0

Model of network Model of

*
e e e T

configuration ’| the host k i
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i Model of computer network configuration

Moy =<A,P,N,C>,

where

A — computer network address;

P — the set of network protocols;

N — the set {CN. } of sub-networks of the computer
network CN and/or the set {H.} of hosts of CN;

C — model of connections between sub-networks
and/or hosts given in the form of matrix of connections.

Each of {CN. } (if any), in turn, is specified formally by
the model M. in the form (1).
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‘ﬁ Host Model

M, =<A,M,T,N,D,P,S,DP, ASP, RA, SP, SR, TH, ... >

A — address, DP — domain variables,

M — sub-network masks, ASP - running services

T — types and versions and ports of the

of Operation Systems, host,

N — users’ identifiers, RA — running applications,
D — domain names, SP — security parameters,
P — passwords SR — shared resources,

S — secure users’ TH — trusted hosts, etc..

identifier (S/D),
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‘ Model of “security policy”

Model of Computation of Probabilities of an attack
success: examples of computation of the probabilities

_ Pre-condition
Attack action (Host attributes constraining an attack

applicability) Proba-
Operation . Other bilit
Service, atiri Hity
IS Name of attack ystem A cicion | Toues
ID Type  Version
STIH TCP connect scan . . 0.9
Unix,
SFI TCP FIN scan Linux : 0.9
CcNS  Connection “null Win _ NetBIOS 0.5
sessions
LA Land attack ' ' 0.3

Example of computation of the success probability:
If action is “SFI (TCP FIN scan)” and Type of OS = “Unix,Linux”
then probability of success is 0.9”.
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‘.i Model of the Host Reaction

“Input = Output & Post-Condition”.

Format of Input (represented in KQML+XML languages):
<Attack name>:<Message>.<Attack objects>(<Objects involved into attack>).

Output message depends on success or ineffectiveness of an attack.
Format of Output message (KQML+XML):

< Result {Success (S), Failure (F)} > : <message> .
Examples of output messages:

Input Output

ThZ: ;]'elnet connectri]oné;md analysis of <Type of OS>
the host message header concerning “ »
OS: <Target host >(<Telnet-server>) [ eset elsieties

TS: Telnet connection and sending
command SYST<(for Unix/Linux):
<Target host>(<Telnet-server>)

@ FTP connection and analysis of
bin-files in /bin/ls (for Unix/Linux):
<Target host> (<FTP- server>)

RF: Exploration by FIN-packet:
<Target host>

<Type of OS>
“Type of OS not detected”

<Type of OS>
“Type of OS not detected”

<Type of OS>
: “Type of OS not detected”

Ny e o o
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Simulation Tool Implementation:
Technology of MAS Design and Implementation

1. Detailed specification of MAS in terms of the
developed specification language resulting in
design of a so-called “System kernel ";

2. Generation software code of the application and
its installation in the network computers.

Both these steps are carried out by a MAS
developer(s) starting from "Generic agent "
using "Multi-agent system development kit" that
IS a software tool for MAS system design and

implementation on the basis of “Library
of domain classes".
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Simulation Tool Implementation:
Technology of MAS Design and Implementation

MAS DK
“Generic Agent” « Editor of System Kernel;
 MAS Ontology editor;
s 3 ﬂ" """ ‘k * Cloning System editor;
Domain ontology <: Editors of Agent’s class
5 components:
| / <: = Editor of agent’s ontology;
Model of| [Model of Model of /1_ = Agent clags instances
lagents off |agents of agents of [K— generator, .
| class 1 class2 | *"*| class N |: = Message templates editor;
| /— = Editors of notions of agent’s
: U. N class ontology;
[ Agent 3 Agent 4 Agent2| 4| = Generator of agent class
1o Agent 2 | P Agent 3 Agent 1 of N\~ DB;
i L «..l] classN * Three editors of state
J Agent T 1% Agent 2 (— machines;
T | [Agent 1 of system | | = Editor of behavior scripts
Kernel = Meta-state machine editor
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Simulation Tool Implementation:
Dialog Windows of Ontology Editor

E—'E-_I]nlnlogy Editor - MetaClaszes & Classes !Elm
— MetaClazzes — Clazses
kodify Create Delete | Yiew »»> | Wiew All | bodify | Create Delete Clogze |
M ame | Diezcription M ame | Diescription | Falii] | ketalClazs |
Patterns Part_Drata Technlogy class for checking new TCPAJDR data 5 Clazzes_...
Lewvel 1 FModel_time Maodel tirme for ernulation of Current time 1 Clazzes_...
The description of connection 13 Clazzes_...

Level_2 Connection
Level 3 -
Rl Clazs E ditor m

Level 4
Level 5 Marne ItCD_DDnnEDtiDn_EVEHt MetaClazs I Clazzes_version_2 LI Save |

Aftack,
-

Input_data i — -
Description The fact abaout the significant event of top level, recarded on the basiz of the topdump program ;I Cloze |

MESEA0E processng Attribute Editor [15¢)] |
Attributes Mame |pe Save |

I

I anne | Dezcription -
Data Type I Farinal
ack,
gerver_addr zerver [designation .
server_port server [designation D @rmain ITCP—T-'"':'E’ 000 I
seql data sequence nurr Cromain's Yalues List
e data sequence numr
client_addr client [zender] addre FIr
client_part client [zender) port PSH
werlt hpe RST
S

time connection time

Attribute Description

evenk tppe

NN
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Simulation Tool Implementation:

Standard Agent Architecture

| _Environment -y 4y
- TR S I T Output
: KQML . KQML
. message . . message
o g Percep“on Of ................................ g ..............
Receiver of environment Senderof | _ _ _ _ _ __ ___
1———=| output output ;
I messages E messages Database :
]
Knowledge base 4
Input message Meta-state - - - - —=====-= :
processor machine ._, State i Q
Buffer of m 'Imachine 1 -é’ Buffer of
input | . ! = output
. : i z
messages user | [Srmaghnell sate 1L |F| [ messages
L~ activated |![machine : >
interface behavior  |1—— - | Q
|
S== i Database of agent'sdialogs [~~~ "A ~NAnt -
Agent
User
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Simulation Tool Implementation:
Agents’ Communication

Message templates are specified in KQML language and
message content is specified in XML language (RDF, DAML)

_ADr 51
1 I
| I
1 [
| I
wmead orefl L. D Fed Comemp e Tax Lep sonnmet - fan_es ane 1 [ 1 1 [
VALUE = Prest - Tects SEnti ty peq no=123 o]t
[ HREE = fcep_comnecrion_sventircAtrrib server_addr=lFl. LET. 1.2 Mg 30 seded 000325 | |
ute NAFME=dnimcd arcwes_poztsll | | | |
VALUE =FPOLO0DM.~CFAtEE BT as-CAT R il cliens_addr=187. 102, 1.1 | tep_comnecton _ewent
une NAME=#oyped client paxTshs by 79 DR OEIT I -
WALDE = # 50 Fhees shuted et thuee Eypa=5TR | ”Td | | |
| I Ep_ConnsCinim Shent
| | | Mg 80 oo 001 ti'T |
-
. | I | | I
| | Lo _CHmnscTon event
Mag 41 .aTd [TE -
| | | I
I | | ' '
3 ICp_Commecion event
| | Mug a2 o 00T :h'T |
| [
|

RE-TRUST Workshop, December 19-20, 2006



* Component Models of Network Agent and
Hacker Agent

Attack Task Stochastic Attack Scenario Network Natwork

Spocification Decision Visualization Configuration | | Firewall Model Response

Componaent | | Making Model Component Component Component

l Hacker Network l 1

Agent —P MASDK [ Agent
Kool (—F VT Kernel

" Emuﬂ-:.hrfnﬁﬂq—: Etg; Machines d—h-_lﬁn:rlpls " Ontology

Compon mponent Fragment
ont Component Component
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) MAS4

File Edit View Favorites  Tools

<, Back _;,-I

.j P | Search = Faolders v

File and Folder Tasks

Other Places

Details

Demonst

|vl E0 Moarton Ankivirus E -

| = [raka Sources (ODEC)

B Shortcut

Shorkcut bo EDE.mdb
Shorkout
1 KB

Shorkcut bo Hacker . bxt
Shorkcut
1 KB

Shorkcut to MainHak, properties
Shorteut
= KB

Shorkout
1 KB

Shortcut ko PORTAL.EAT
Shorkout
1 KB

Shortcut to SERYER.BAT
Shorkcut
1 KB

10n..0f.s0;

Shortcut to Hacker, mdb
Shortout
1 KB

Shortcut to MainHak, MDE
Shortout
1 KB

Shortout

naa[;tgnm .

Shortout
1 KB

= Shortcut to Rule.exe
™ Shortout
1 KB

Shortcut o Traceduto, exe
Shartouk
1 KB




un

Simulation Tool Implementation:
User Interface for Attack Specification

specify the Attack

Wtention

)

M | M ame | D escription

1 IH Identification of Hozts

2 15 Identification of Services

] Identification of Operating spstem

14 RE Shared Resource Enumeration

5 UE Uzers and groups Enurneration

E  ABE Applications and B anners Enurneration
T GaR Getting Access to Rezources of the hosgt
2 EP E zcalating Privilege with regard to the hosgt resources
3 CWR Confidentiality “ialation Fealization

10 MWR Inteqrity Yiolation Realization

11 avhi Ayailability Violation Realization

12 CEBD Creating Back Doorg

Main elements of attack
specification:
1) Malefactor's intention (1-12);
2) Address of the attacked host

HIacrer —orn LT 3T

[ 181 .

Real IP-addrezs 43 . 20 . 148

Spoofele’-address| 248 0121 0 17 . 99

Pazzwoards file

W Save preceding attack realization

W Generate attacks on net protocal leve

(Known Information about attacked Metworks

or network;
3) Available information
about attacked host;
4) Attack object (file name,
user account, resource, etc.);

Metworks Hosts
MHet Mame | Met [P | Host Mame | Host IP
AlL 192.168.130.0
210.122.25.0
\_| 192168130137
Define Known Information l | Show All Hosts

Object of Attack
Intention: GaR IP-address: 2101222516 I 0k I | Cancel

RE-TRUST Workshop, December 19-20, 2006



Visualization of the Attacked Network
Model

Structure of the attacked LAN

IP 210122258 L] IF 21012226512 (P IP 2101222518 (=
Host Mame Dleg il Host Mame Yickor sl Host Mame Adrnin =
Domain Mame Fleg lan3.net | Dromain Mame Wickor. land. net Diomain Mame Admin.lan3. net |
Operating Systerm | windows 2000 51 I Operating System  Linus Mandrace 7 Operating System | Windows 2000 SP1
Shared Rezources  Md Shared Rezources | Mvar; dusr Shared Rezources e |
Artive Ports: 20,21, 25, 80,110, | Active Ports: 20,21, 243, 25, 80, I Active Ports: 37, 42 53,88, 135,

119,135,137, 138 | 110,119 | 137,138,139, 384,
Truzted Hosts: | Trusted Hosts: | 445, 543, 750, 751, |
s Yictor () Uzer 1 Wictor (| 752,753,1433,1434, B

E
210.122.25.12
210122258 210.122.25.16
o Ethernet LAN )
210.122.25.1 210.122.25.22
210122254

IF 210122.25.1 [E= IF 210122.25.4 =] IP 2101222522 [=]|
Host Marme Firesyall =1 Hast Marme Wladirnir =1 Host Name Igar 1
Damain Mane I Damain Mane Wladirnir lan3.net Daomain Mame |gar.lan3.net
Operating Syzterm  Unix | Operating Spstern “Windows 98 SE Operating System Sun05 w1 4.
Shared Resources I Shared Resources Mo Shared Resources  Jpub; Avar; Ausr
Active Ports: | Active Ports 80,135,137,138.139 Active Ports: 7.13,19,20,1, 23,25, |
Truzted Hosts: | Truzsted Hosts: 2101222812 F9. 75, 80,110,513, [
User 1 Adrnin | 2101222522 | 1080, 2049 |
User Psw Firewalll (E| Uzer1 Wladimir (Rl Trusted Hosts: =
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Visualization of the Attacked Network
Model

Trusted Hosts

Mame | Path | | Add Existing Mame | IP
D Y\0leghD

Shared Resources

Add Ewizting

iadimir  210.122.25.4
Add New Victor 210122512 Add New

Igar 210122.25.22

Delete

IIE L] Lo

|
Host Config X Firewalls Config X
Commiot Settings Firewallz Prohibited Attacks
in-address | M0 122 /& Mame |Oleg _.t'l'l.ILFirewaII _ Mame | Prob |.A. Create
ALNUS SFI 1.00
Bctive ports |1 320,21, 25, 37,80,110,113, 135, 137, 138, 1339, 445, 5050 S 1.00
SM 1.00
Security Settings RF 095 || b odif
emnote Regiy Password Protected Login v 5 095
v Hull Sessions Sharing Files and Printers [v IDOS 0.95
FF 0495
Create Delete 54 0.35 [, --EI Elete
DS Settings Running &pplications | ‘ | o oo
[ Host iz Domain Mame Server Configure MS IS Add Existing Farbidden Local Addresses and Ranges
FTP-server 210122.2515 210122.25.23 210.122.25.255
M ail-server Add New
Domain Name |Dleg.lan3.net S Remote Registy Service
Operating Syztem Firewallz
05 platform Pufindows AlLFirewall &dd Existing
| I—I | Create ‘ | Delete | | Create
05 name  |2000 Add Mew
05 ) e Forbidden Remote Addreszes and Ranges
elete
e | 161.43.201.1 161.43.201.256
161.43.202128 161.43.202.255

Delete ‘ Dielete | | Create
Cancel Cancel
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On-line Visualization of an Attack
Development on Macro-Level

| Aflack swanaissn !uh.l‘\lﬂi:m H

iiuskeation Mode LW Eal

Attack task specification (| s 4 T )

FmEal

B | RECOMBLAIZAMCE - e | | THTRAREROM
Ml sz e IniErdior |
i EF Eiralsirsy Frvieon 1
Koo Irlormabory { T TRALAT HEALSATION |
e

18 [IDEAAPRCATIONOF BEBACER | | AN | FOALATILITY W CLATON . AL AR
e Oodooeee
j 1 L - -]

B BV GIE PR WE oA BP GMD DM Ok

Attack generation tree

4+ Vvl Corwascingn (Laivms Ciiabbang =, i Pluarwng fippcanions i - # iy
CHE - Tkl Earveiion Barvs GHabbirg i) i Aneleatives: i i Froat
¥ T el oo ion Boarres Gonaltoryy = . [l i |F Tam
vt [Larves atdang g 3 o | iahack byl
Bl ¢ T alronl Coramerion Buarval G blieg 24 13] Fluwareg gk e
3 T ool Cisratwni i Bt i alelir) 25 16| Ao Apekiaboni | fe
b e et [laves Lishtary gk Jwwr) Apphcstorn M P e i
B 1ol orwmiiion [arves Oighterg |20 122 25 ) Ve Apphe sinre: Flemois g T iy i Heetwcide |, Dicschosd by P
OB - Tt Dervaction Banv Giabbirg | 5 201 sy Apobiation. Rt Aodii 151 43200 VML 5 8 the horbeckdin P aiege: Dkichid by Fas
| Pa sy Stk by Irplart st of T e bl
M v ek by (et of o bl
MP el gaireced ardd acceta 16 at
LI | Ui of g Eipind n
1]; ey

Malefactor’ s actions . e ol ot o 5 .

EREsEEREREES

A tag of success

(failure) and and data G s oy Tl

obtained from an / k T /
attacked host (a host -
response)
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On-line Visualization of an Attack
Development on Macro-Level

Vkofion e 184t

heterark [Hou] Addets: —_— AL NETWORK ATTADK |

LALAENES
Madriacans bntesisory
% CVAL: Cortidenially Valation Fleakzation

Lm-nm i nn(um/ _.

Cusmerd Nirdanranal Nk F -

ity U pi W0 b O I Be & We M R U oon W s Gy aw kb KT G B Gk B on M G co
DS - Demmbs et pcmn . Acte Portt: Forbadden dmsck, <DIHSS blackad by Fuswsl SCVR_Perponsl Tinswslt -~
DHS ; Dumnls bl szan W Awhs Fuale: Fuokedden dbeck <DHS ) Wached by Femoall <OVH_Pemonal_Frewal:

TiHS ; Crumsh et srn Il At Prate Ferbiddnn Attack <DHE s bnehed by Faswall (0VR_Prrssrol Frewalli

MF ¢ FIN Proke =
HF | FIN Frobes [ 1]
ME « Colechan ol sddiional mlimation b ONS s

M5 : Collachon of addbionsl infomsbion Sem D RS -parse

N5 : Culenctron ol bblronl ol oimiten biom DNG asvm

SRF - Gritirg MFS by ublits shownomi [ 1

TUE : Mrager Ugent E nmershon Il

TCHIEG | Tednet Connechor Banner Lirstbang ! Hurreg Spphe shioni: WING Server; NS |15, Mad-ceiver
UC | Nelweirdh, Firgy Sveneos L 3

[+ Mtk Fing S B |Pocddieszes 152 1R 130135
DIC ¢ Hetveod: Ping Sweenn ! IPaddiesies 192 160130135
I, 15 ey

11+ 12K samplieg

NS - Collection of addiionsl migmation hom DMNS e m

M5 . Cormmslum - il sessins [
SR - Eremesating MetBI0S Shoees vith Srandn 2

S - Cramensting He10%5 Shites with Soendo <

SHVI . Erarmsateng NelBI0S Shaes wil Srondo 5 |
FUF * Firger Lz E naameration il

TCBG | Teket Connaction Oannet Grabbing m Rarwirg Spphcationd: M5 115 FTP parves: Madjarves: DN dereer

TCEG . Telnel Comnecion Banne Giabdany W Rurres Appcatons. M3 15, F1TF-sam
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\wTHPF - Wsitireg of Lise’s brbreniifier iy Prosssvenind Fil
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SCF . Sasich e Ceaftes pacerand
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On-line Visualization of an Attack
Development on Micro-Level

| |
B3 Shortcut to PORTAL.BAT

~[oix

Starting scanports uv.1.0. ICP scanning by using

AttackID: 58
Selected device:

1. 192.168.130.136.1050->1%22.168.130.135.21
2. 192.168.130.135.21->192.168.130.136.1050
Port 21 is seems_to he OPEN.

3. 192.168.130.136.1050->192.168.130.135.21

1. 192.168.130.136.1050->192.168.130.135.79
2. 192.168.130.135.79->192.168.130.136.1050
Port 79 is seems to bhe CLOSED.

3. 192.168.130.136.1050->192 .168.130.135.79

1. 192.168.130.136.1050—->192.168.130.135 .80
2. 192.168.130.135. 8@—)192 168 130.136.1050
Port B0 iz seems to he OF

3. 192.168.130.136.1050— )192 168.130.135.80

1. 192.168.130.136.1050->192.168.130.135.81
2. 192.168.130.135.81->192. 168 130.136.1050
Port Bl is seems to be CLOSE

3. 192.168.130.136.1050->192. 168 130.135.81

Realtek 8139-series PCI NIC

TCFP
TGP

TGP
TGP

TGP
TGP

TGP
TCP

TGP

Starting scanports v.1.0. TCP scanning by using

AttackID: HS
Selected device:

1. 192.168.130.136.1050->1%22.168.130.135.21
2. 192.168.130.135.21->192.168.130.136.1050
Port 21 is seems_to he OPEN.

3. 192.168.130.136.1050->192.168.130.135.21

1. 192.168.130.136.1050->192.168.130.135.79
2. 192.168.130.135.79->192.168.130.136.1050
Port 79 is seems to he OSED.

3. 192.168.130.136.1050->192 .168.130.135.79

1. 192.168.130.136.1050->192.168.130.135.80
2. 192.168.130.135.80->192.168.130.136 1050
Port B0 iz seems to be OPEN.

3. 192.168.130.136.1050->192.168.130.135_80

1. 192.168.130.136.1050->192.168.130.135.81
2. 192.168.130.135 .81 )192 168 130.136.1050
Port Bl is seems to bhe CL

3. 192.168.130.136 .1050— )192 168 130.135.81

Realtek 8139-series PCI NIC

TCFP
TGP

TGP
TGP

TGP
TGP

TGP
TCP

TGP

Starting scanports v.1.0. TCP scanning by using

AttackID: SX
Selected device:

1. 192.168.130.136.1050->1%2.168.130.135.21
2. 192.168.130.135.21->192.168.130.136.1050
Port 21 is seems_to he OPEN.

3. 192.168.130.136.1050->192.168.130.135.21

1. 192.168.130.136.1050->192.168.130.135.79
2.168.130.135.79->192.168.130.136 .1050

Port 79 is seems to he CLOSED.

3. 192.168.130.136.1050->192 .168.130.135.79

1. 192.168.130.136.1050->192.168.130.135.80
2.168.130.135.80->192.168.130.136.1050

Port B0 is seems to be OPEM.

3. 192.168.130.136.1050->192.168.130.135 80

Realtek 8139-series PCI NIC

TCFP
TGP

TGP
TGP

TGP
TGP

SY¥N

S¥YN
SYN

RST

SYN
RST

RST

SYN
S¥YN

RST

S¥YN
RST

RST
S¥YN

S¥YN
SYN

RST

SYN
RST

RST

SYN
S¥YN

RST

S¥YN
RST

RST
S¥YN

S¥YN
SYN

R8T

SYN
RST

RST

SYN
S¥YN

RST

nmessages .

(zseq: 12f798 ack: O>
ACK <seqg: 8hbfeeed ack: 12£f799>

ACK <seq: 12f799 ack: Bhtfeee?>

(seqg:= 12f798 ack: 0>
ACK <{seq: O ack: 12f799>

ACK <seq: 12f799 ack: 1)

{(seqg: 12F798 ack: 0>
ACK <{seq: 8h78Bc3f ack: 12f799>

ACK <seq: 12f799 ack: 8h788c40>

{seq: 12f798 ack: 0O
ACK <seq: O ack: 12f799)

ACK <seq: 12f799 ack: 1>

nessages.

(zseq: 12f798 ack:
ACK <seq: 8h8%2edb6 ack 12£799>

ACK C(seq: 12f799 ack: 8h892e4?)

(seqg:= 12f798 ack: 0>
ACK <{seq: O ack: 12f799>

ACK <seq: 12f799 ack: 1)

{(seq: 12f798 ack: 0>
ACK <{seq: B8hP19779 ack: 12f799>

ACK <(seq: 12f799 ack: Bh?1977a>

{seq: 12f798 ack: 0O
ACK <seq: O ack: 12f799)

ACK <seq: 12f799 ack: 1>

nessages.

(zeqg: 12f798 ack:
ACK <seq: 8ha2374d ack 12£799>

ACK <seq: 12f799 ack: Bha2e74e>

(seqg:= 12f798 ack: 0>
ACK <{seq: O ack: 12f799>

ACK <seq: 12f799 ack: 1)

{(seq: 12f798 ack: 0>
ACK <{seq: BbabhS5f?7 ack: 12f799>

ACK <(seq: 12f799 ack: BhahS5f8>

E

B3 Shortcut to PORTAL.BAT

<[5

B. 192.168.130.136.1050->1%2 . 168.130.135 .81

E¥N flooding v.1.0

Starting

n92.168. 128 15.1025->192.168.130.135.21
1922.168.128.15.1026—>192 168.130.135.21
1922.168.128.15.1027-3>192_168.130.135.21
192.168.128.15.1028->192 168.130.135.21
192.168.128.15.1029->192 168.130.135.21
192_168_128_15.1030->192 168 _130.135.21
192_168_128_15.1031->192_168_130.135.21
192 _168_128_.15.1032->192_168_130.135.21
192.168.128.15.1033->192_.168.130.135.21
1922.168.128.15.1034->192 168.130.135.21
192.168.128.15.1035->192_168.130.135.21
192.168.128.15.1036—>192 168.130.135.21
192.168.128.15.1037->192.168.130.135.21
192_168_128_15.1038->192_168_130.135.21
192_168.128_.15.1039->192_168_130.135.21
1922.168.128.15.1040->192 . 168.130.135.21
192.168.128.15.1041->192 168.130.135.21
1922.168.128.15.1042->192 168.130.135.21
192.168.128.15.1043->192 168.130.135.21
192.168.128.15.1044->192 168.130.135.21
192_168_128_15.1045->192 168 _130.135.21
192_168.128_15.1046—>192 168 _130.135.21
192 _168_128_.15.1047->192 168 _130.135.21
192.168.128.15.1048->192 168.130.135.21
1922.168.128.15.1049->192 168.130.135.21
192.168.128.15.1050->192 168.130.135.21
192.168.128.15.1051->192 168.130.135.21
192.168.128.15.1052->192_168.130.135.21
192_168_128_15.1053->192_168_130.135.21
192_168_128_15.1054->192 168 _130.135.21
1922.168.128.15.1055->192_168.130.135.21
1922.168.128.15.1056—>192 168.130.135.21
1922.168.128.15.1057-3>192_168.130.135.21
192.168.128.15.1058->192 168.130.135.21
192.168.128.15.1059->192_.168.130.135.21
192_168_128_15.1060->192 168 _130.135.21
192_168.128_.15.1061->192_168_130.135.21
1922.168.128.15.1062->192_168.130.135.21
1922.168.128.15.1063->192 .168.130.135.21
1922.168.128.15.1064->192 168.130.135.21
192.168.128.15.1065->192 168.130.135.21
192168 128.15.1066—>192 168 .130.135.21
192_168_128_15.1067->192 168 _130.135.21
192_168_ 128 15.1068->192_168_130.135.21
192_168_128_15.1069->192 168 _130.135.21
1922.168.128.15.1070->192 168.130.135.21
1922.168.128.15.1071->192 168.130.135.21
192.168.128.15.1072->192 168.130.135.21
192.168.128.15.1073->192 168.130.135.21
192.168.128.15.1074->192 .168.130.135.21
192_168_128_15.1075->192_168_130.135.21
192 _168_128_15.1076—>192_168_130.135.21
192.168.128.15.1077->192_168.130.135.21
1922.168.128.15.1078->192 168.130.135.21
1922.168.128.15.1079->192 168.130.135.21
192.168.128.15.1080->192 168.130.135.21
192.168.128.15.1081->192 168.130.135.21
192_168_128_15.1082->192 _168_130.135.21
192_168_128_.15.1083->192_168_130.135.21
1922.168.128.15.1084->192_168.130.135.21
1922.168.128.15.1085->192 168.130.135.21
1922.168.128.15.1086—>192_168.130.135.21
192.168.128.15.1087->192 168.130.135.21
192.168.128.15.1088->192 168.130.135.21

192.168.128.15.1089->192.168.130.135.21

TCP

RE8T ACK (seq: 12f799 ack: 1>

ack: 0O
ack: 0>
ack: 0>
ack: 0>
ack: 0>
ack: 0
ack: 0

(zeqg: la%ab
(seq: 26372
(seq: 16d%b
(seq: 24379
(seq: 25413
Czeqg: 15hela
Czeq: 1590
(zeq: 214bh2 ack: OO
(seq: 23451 ack: 0>
(seq: 93bc ack: 0>
(seq: 25ab2 ack: 0>
(seq: b8ab ack: 0>
Czeq: 2436 ack: 0>
Czeq: 36f1 ack: 0>
(zeq: 8575 ack: 0>
(zeqg: 3lal ack: 0»
(seq: 1a20c ack: 0>
(seq: Pd?3 ack: 0
(seq: 202ec ack: O
Cseq: 19271 ack: O
Czeq: 18f51 ack: O
(zeq: 134c5 ack: 0
(zeq: 54e? ack: 0O
(seq: 1d501 ack: 0>
(seqg: 3d63 ack: 0>
(seq: 16bB9 ack: O
(seq: 206fc ack: @)
Czeq: 16fed ack: 0D
Czeq: 23caB ack: O
(zeq: d45d ack: 0O
(seq: 195eb6 ack: 0O)
(seq: 26f2a ack: 0O0)
(seq: 121dd ack: O
(seq: c5d0 ack: O
Czeq: 27FB3 ack: 0D
Czeq: 94a7 ack: 0>
(zeq: 235af ack: O
(zeq: 17bh5 ack: OO
(seq: 20ef4 ack: 0)
(seq: 14339 ack: OO
Czseq: 142Bf ack: >
(zeq: fd9B ack: 0>
Czeq: 13920 ack: O
Czeq: 3980 ack: 0>
(zeq: 174h2 ack: 0O
(seq: 24eBc ack: 0)
(seq: 21463 ack: 0O0)
(seq: 15fae ack: O
(zseq: 18088 ack: O
Czeq: 1ca2b ack: )
Czeq: 1feB2 ack: OO
(zeq: 2chf ack: 0O
(zeq: 20332 ack: 0>
(seq: 52ch ack: 0>
(seq: 147e9 ack: O
(seq: 266d3 ack: O
(seq: di65s ack: 0>
Czeq: 352a ack: 0>
(zeq: 1f30h ack: 0>
(zeq: 1c2cd ack: 0O
(seq: 1a8%7e ack: 0O
(seq: 1e50f ack: 0O)
Cseq: 1612f ack: O
Cseq: 12746 ack: 0
Czeq: 1f5c7 ack: 0D
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Classes of Experiments with Attack
‘ Simulator

Therefore all experiments have been divided into
two classes:

(1) Experiments on simulation of attacks on macro-
level (generation and investigation of malicious actions
against computer network model);

(2) Experiments on simulation of attacks on micro-
level (generation malicious network traffic against a
real computer network).
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‘- Input Parameters

For intention “Reconnaissance’:

- Configurations of network firewall (NF):
1 — “Strong” (if firewall can protect from 60-90% of implemented attacks);
2 — “Medium?” (if firewall can protect from 20-50% of attacks);
3 — “None” (if firewall does not protect or is absent).

For intention “/mplantation and threat realization”
- protection degree of Network Firewall (NF) and attacked Host Firewall (HF):
1 — “Strong” (if firewall can protect from 60-90% of attacks);
2 — “None” (if firewall does not protect or is absent);
- protection Parameters of attacked Host (PH):
1 — “Strong” (60-90% of security parameters have secure values,
for example, strong password, absence of sharing files and printers,
and other resources, absence of trusted hosts, etc.);
2 — “Weak” (security parameters are weak);
- Hacker’'s Knowledge about a network (HK):
1 —“Good” (hacker knows about 50-80% of information about network);
2 — “Nothing” (hacker knows nothing about network).
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‘. Parameters of attack realization outcome

- NS (Number of attack Steps) — number of terminal level attack
actions;

- (Percentage of Intention Realization) — percentage of the
hacker’s intentions realized successfully (for “Reconnaissance’ it is a
percentage of objects about which the information has been received; for
“Implantation and threat realization” it is a percentage of successful
realizations of the common attack goal on all runs);

- Percentage of Attack actions Realization — percentage of
“positive” messages (responses) of the Network Agent on attack actions
(the “positive” messages are designated in attack visualization window by
green lines);

- PFB (Percentage of Firewall Blockage) — percentage of attack
actions blockage by firewall (red lines in attack visualization window);

- (Percentage of Reply Absence) - percentage of “negative”
messages (responses) of the Network Agent on attack actions (gray lines
in attack visualization window) .

RE-TRUST Workshop, December 19-20, 2006



i~ Intenticn -

N1 Marme | Descrphion

|dentification of Hosts
|dentification of Services
|dentification of Dperating spztem
Shared Resource Enumeration
|Jzerz and groups Enumeration
Applicationz and Banners Enumeration
Getting Access to Resources of the host
E zzalating Privileas with reqard to the host resources
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Specify the Attack
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re ahd groups Enumeration

Apiplicationz and Banners Enumeration
Getting Access to Resources of the host
E zzalating Privileas with reqard to the host resources
Confidentiality Yiolation Realization
Inteqrity Yiolation R ealization
Availabiliby Violation Realization

CED Creating Back Doors

| : Hacker Eu:unf.igurél.t.i-u.:un

Real IP-addiess | - : : [T Save preceding attack realization

Spooted IP-address 1 . . _ [ Generate attacks on net pratocol level

imonstration of softwa

- E.nown Information about attacked Metworkz-
i Metworks i Hosts

het Mame I Met [P Hoszt Wame j Host P

AlL 192.168.130.0 132.168.130.138
192.168.130.139
132.168.130.140
132.168.130.141
132.168.130.135
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Results of experiments for intention GAR
(“Gaining Access to host Resources”)

100

B0 oomemmme e R RCREETEEEES R RRGREECETEEEEES
QU i
B0 hacpessss . R L LT

1 SO e o A ) 40
A0 ___________ =oltrong,

A o — e — V3 e ' HK=Good

Configurations of firewalls: 1 - Both Net & Personal firewalls are active; 2 - Only Net
firewall is active; 3 - Only Personal firewall is active; 4 - None of firewalls is active
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Results of experiments for intention GAR
(“Gaining Access to host Resources”)

PH=Weak,
HK=Good

Configurations of firewalls: 1 - Both Net & Personal firewalls are active; 2 - Only Net
firewall is active; 3 - Only Personal firewall is active; 4 - None of firewalls is active
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Outline

u

d Introduction

d Works describing attacks and attack taxonomies

O  Works directly coupled with attack modeling and
simulation

d Works devoted to descriptions of attack
specification languages

O Works on evaluating security systems

d Formal grammar and state machines based
approach

d Agent based and packet level simulation
approach

d Conclusion



‘- Basic Assumptions

Cyberwarfare is represented as a large collection of semi-
autonomous interacting agents.

The aggregate system behavior emerges from evolving local
interactions of agents in a dynamically changing environment
specified by computer network model.

We assume to select two agents’ subsystems (teams):

(1) Adversary attacking system - a team of malefactor's agents

(for automatic generation of distributed coordinated attacks);

(2) Security (defense) system - a team of security agents (for

intrusion protection, data sensing and information fusion,
intrusion detection, adversary intentions and actions
prediction, and incident response).
Agents of different teams compete to reach opposite
intentions. Agents of the same team cooperate to achieve
common intention.
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Teamwork Approaches and Procedures for
‘. Teamwork Support

The agents’ team realizes teamwork, if the team
members fulfill joint operations for reaching the common
long-time goal in a dynamic external environment at
presence of noise and counteraction of opponents.

The teamwork is something greater, than simply
coordinated set of personal actions of individual agents.
It is accepted to speak, that in teamwork the agents
collaborate.

The collaboration is a special sort of a coordinated
activity of the agents, in which they jointly solve some
task or fulfill some activity for reaching a common goal.
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Teamwork Approaches and Procedures for
Teamwork Support

The general intentions of agents are determined in a hierarchical
reactive plan.

This plan describes actions of the team as well as the actions of
particular agents.

The coordinated tasks are carried out due to installation of
constraints on agents’ roles.

Basic procedures for teamwork support [ Tambe, 97] :
= maintenance of actions coordination:

= monitoring and restoration of agents’ functionality;

= Mmaintenance of communication selectivity.
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‘l-?elated Works on Teamwork Approaches (1)

Malin Agents’ Teamwork Approaches:
 The Joint intention theory [Cohen et al., 91];
 The Shared Plans theory [Grosz et al., 96];

« Combined approaches ([Jennings,95], [Tambe,97],
[Tambe et al.,01], etc.).

Important teamwork frameworks and systems:

GRATE* [Jennings,95] is an implementation of teamwork
using the Joint Responsibility model. This model includes
concepts of common goals and instructions (recipes).
The individual commitments determine how an agent
should operate in a context of teamwork.

OAA (Open Agent Architecture) [Martin, et all., 99] uses a
blackboard-based framework that allows individual
agents to communicate by means of goals posted on
blackboards controlled by facilitator agents.
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‘?elated Works on Teamwork Approaches (2)

Important teamwork frameworks and systems:

CAST (Collaborative Agents for Simulating Teamwork)
[Yen, et all., 01] supports teamwork using a shared
mental model. The mental model includes team
processes, team structures and the capability of each
teammate.

In RETSINA-MAS [Giampapa, Sycara, 02], agents have own
copy of a common partial plan. Each agent estimates its
opportunities to the requirements of the team goal.

In “Robocup Soccer” [Stone, Veloso, 99], agents have
common knowledge operating their cooperative behavior.

COGNET/BATON [Zachary, Mentec, 00] is a system for
simulation of teamwork of people with use of intelligent
agents.

Team-Soar [Kang, 01] is a model implemented for testing a
theory of team decision making.
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u

Agent 1

Team (group) Plan
(Full or Partial)

Plan

Subteam (subgroup) |

Consent of a (sub)team
with instruction

Common Agents’ Teamwork Scheme

Agent n

Team (group) Plan
(Full or Partial)

Individual (agent’s)

Coordination of agents’
intentions

Subteam (subgroup)
Plan

Individual (agent’s)

Plan Plan
v v
Decision Making Decision Making
Mechanism Mechanism
v v
Decision Interaction through Decision
execution communications execution
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Technology for Creation
‘. of Agents’ Team

Main stages of creation of agents’ team
(1) formation of the subject domain ontology;

(2) determination of the agents’ team structure and
mechanisms of their interaction and coordination
(including roles and scenarios of an agents’ roles exchange);

(3) specifications of the agents’ actions plans (generation of
attacks) as a hierarchy of attribute stochastic formal
grammars;

(4) assignment of roles and allocation of plans between the
agents;

(5) state-machine based interpretation of the teamwork.
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Ontology of DDoS Attacks:
‘ Fragment of Ontology at Macro-Level

%

DDoS attacks

/

[

Trinity V3 MSTREAM SHAFT TFEN2K |---»/ TFN l«---{ Stacheldraht Trin00
Vi UDP flood <-__%---.. ICMP flood Tagra3(Bonk,jolt, UDP flood
Stream 5 nestea, newtear,
; syndrop, teardrop,
-4 SYNflood le¢---'---» SMURF land, winnuke)
Random flag flood |a---+---» ACK flood < _“Ppartof “
' <--- - “Kind of “
: <_ - 1 Seq Of 1
Fragment flood i«---+---»f RST flood — - “Example of
Establish flood |¢---1---»| NULL flood

RE-TRUST Workshop, December 19-20, 2006



Ontology of DDoS Attacks:
‘.i Fragment of Ontology at Micro-Level

ACK flood SMURF LAND
A 4 A 4 A 4
TCP ACK ICMP ECHO IP packet
packet REQUEST S.A=D.A.
S.P.N=D.P.N
TCP ACK ICMP ECHO
packet REQUEST IP packet
| S.A=D.A.
14:18:22.516699 Assaulter.600 > 17:25:21.369 S.P.N=D.P.N
Victim.login: _ 251.244.87.90 > 7
A 1382726960:1382726960(0) win 4096 200.0.0.104: icmp: 10:56:32.395383

echo request

14:18:22.830111 Assaulter.603 >
Victim.login:
A 1382726963:1382726963(0) win 4096

17:25:21.429

200.0.0.104.139 >
200.0.0.104.139: S

134.136.57.119 >
200.0.0.104: icmp:
echo request

10:56:32.395383
200.0.0.104.139 >
200.0.0.104.139: S
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Upper Level of Hierarchy of Agent Plans
for DDoS Attacks

)=

Preliminary
stage

/

Definition
of necessary
agents

N

Attack

y

R

Basic stage

Final stage

/

\ 4

Realization of
attack

Covering
tracks

Installation of

Investigation

agents

Definition of attack

goal

A 4

Capturing hosts
for installation
of agents

Monitoring of
a victim host state
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Fragment of Upper and Middle Level of

Hierarchy of Agent Plans for DDoS Attacks

DDoS attack

r--

Preliminary stage

T~

Basic stage

/

\

=

Investigation Capturing hosts .
for installation of agents Realization of
attack
» Getting Access to
|dentification Resources
of functionin <
uhOSItS "o SMURF
»| Escalating Privileges
Identification of |«
OS of a host » Covering tracks ICMP ECHO
REQUEST Lamdk
. ; attac
Identification of |« > Creating
services of a host back doors ICMP ECHO
REQUEST

Gathering of
additional

A

information

Identification of
shared resources

A

\ 4

\

Applications and Banners

Enumeration

Users and Groups
Enumeration

SA.=DA.,

o

Monitoring
of a victim host state
, . Goal i§
\___inaccessible
Goal is
—> irrelevant
i Goal is struck
_>:

Transition to
final stage
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Structure and model of attack team

Structure of attack team

________________________________________________________________________

“Daemon”

[ DDos

“Daemon” m——— | a0k

Malefactor |- “Master” /' target

“Daemon”

Meta-model of attack

team (screenshot of Daemon I-——-——-—--__-;_ ____________ >

MASDK meta-model
editor)

AtackFrotocol r ..... E';.,_ ......... G e
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Fragment of ontology

The low-level fragment of attack ontology
(the screenshot of MASDK ontology editor)

Attaclk

L
o
O
L

intenzity © double
do_attack : boal
target_|F : =tring
target__port : ink

</ =S
w7 <
l'u'l. et |

FAasterProps 7~ DaemonProps )
o pork o oink O attack_ port ;o int
o |P_address : string O port ok
= blazter_id : int T Mazter_id : int
T |IFP_addre=s== : =tring
T Dasmorn_id : ink
s o

Format of the message from the masters to daemon

Start the IP address of Port of Intensity of attack
attack: attack target | attack target (in packets per
yes/no second)
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Structure and model of defense team

Structure of defense team

Defended host [¢---------- “Sensor’ - “Filter”  j------- Attack agent

“Detector”

“Investigator”

otats Collector I | Cetectork I | FiltarR Irvestigatark

e R S B R —
T L ——-

defense team T e R
(screenshot of ' ' |
MASDK meta-
model editor)

Irvestigatar I Tt S N O _______

Stats Transmission } ..... _b_ ........... _¢_ ............. i_._._._._._._.i_ ........

DDoSAlerFrotocol }._._._i ____________ _[)_ ........... _Q ............ Q ........
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Fragment of ontology

The low-level fragment of attack ontology
(the screenshot of MASDK ontology editor)

Port

(" Detection \ |0 host_id: int
O pott - int

© |P_addi : sting
O |P_addi2 : sting A
2 |P_addi3: sting
© |P_addid - sting =
O |P_add5: sting |
© is_attack : bool tg‘\\
\ =

Host

2 host_id ; int
O |P: sting

(" Statistics

0 BPS : double

© BPS_IP1 ; double
© BPS_IP2: double
© BPS_|P3: double
© BPS_IP4 : double

£)

&~
!
Investigation

3]

L

© BPS_IPS: double

Sensor

(" InvestigationProps

FilterFrops

p

© Detector_id: mt

O |nvestigation_id : nt
© |P_address : stang
O paort ; ik

< /

@ Detector_id - mt
0 IP_address : string
o port : int

Filter id - int

DetectorProps

28 SensorProps

0 |P_address : stiing
© port - int

O Detectar id @ im

O |nvestigation id ; int

© Filber_id : int

© |P_addiess : sting
© paort; ink
© Sensor_id: int

~
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Main Classes of Attack and Defense Parameters.

u

I e Victim type

Attack module

e Attack type

e Impact on the victim
e Attack rate dynamics

e Persistent of agent set
e Possibility of exposure
e Source address validity
e Degree of automation

Parameters of Defense Efficiency

e Deployment location

Defense module

e Mechanism of cooperation
e Covered defense stages

e Attack detection technique

e Attack source detection technique
e Attack prevention/counteraction technique

e Model data gathering technique
e Determination of deviation from model data

Efficiency Parameters:
* List of detectable attacks

* Volume of the input traffic
before and after filters

* Percent of the normal
traffic and the attack traffic
on entrance to attacked
network

» Rate of dropped legitimate
traffic (false positive rate)

 Rate of admitted attack
traffic (false positive rate)

» Attack detection and attack
reaction times

« Computational complexity
- efc.
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Architecture of Simulation Environment

DDoS Framework

| Device models: attack bot, firewall |

Application models: attack and detense library,
packet analyzer, filtering table

A Jb

Internet Simulation
Framework
(OMNeT++ INET)

Device models: host,
router

Application models

Protocol models (network
and transport layer)

| Link models

= = J

&
o

A Jb

Multi-Agent System

Agent models: basic
agent, attack and defense
agents

Protocol models: agent
communication language,
application-agent
protocol

= JU

Simulation Framework (OMNeT++)

Simulation model

Component library

User interface: graphical, command

Simulation kernel
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Configuration of the Internet fragment
and agent teams
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Formation of attack team
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Beginning of the attack
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Representation of agent “master” and the
host where “master” I1s deployed
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Network state after a set of defense actions
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i Decision Making and Acting (1)

- Normal work (interval 0 — 300 seconds)

- Defense team: Formation, start using BPS method

- Attack team: Formation

- Attack team: After 300 seconds - begins the attack actions
(intensity of attack for every daemon - 0.5, no IP spoofing)

- Defense team: data processing, attack detecting (using
BPS) and reacting (interval 300 — 350 seconds)

- Defense team: blocking the attack, destroying some
attack agents (interval 300 — 600 seconds)
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i Decision Making and Acting (2)

- Attack team: After 600 seconds - automatic adaptation
(redistributing the intensity of attack (0.83), changing the
method of IP spoofing (Random) )

- Defense team: data processing, failing to detect the attack

(using BPS method) - Detector sees that the input channel throughput

has noticeably lowered, but does does not receive any anomaly report from
sampler because BPS does not work.

- Defense team: Changing defense method on SIPM
(automatic adaptation).

- Defense team: data processing, attack detecting (using
SIPM method) and reacting — (interval 600 — 700 seconds)
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Scheme of Acting

Graphs of channel throughput
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d Introduction

d Works describing attacks and attack taxonomies

O  Works directly coupled with attack modeling and
simulation

d Works devoted to descriptions of attack
specification languages

O Works on evaluating security systems

d Formal grammar and state machines based
approach

O Agent based and packet level simulation
approach

d  Conclusion



u

Conclusion: Main Results

Different works connected with attack modeling have

been considered.
- describing attacks and attack taxonomies
- directly coupled with attack modeling
- devoted to descriptions of attack specification languages

- on evaluating security systems
Two approaches (formal grammar & state machine
based and agent-based & packet level simulation) have
been outlined in detail.
Software prototypes allowing to imitate a wide spectrum
of real life attacks. Software code is written in terms of
C++, Java 2, MASDK, and OMNeT++.
Experiments with the prototypes including the
investigation of attack scenarios for networks with
different structures and security policies.
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