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1. Identification of users

Alice y(password)

?

f(.) – one way function    

Important remark:

With the use of one-way function it is assumed that “y” is distributed trully
randomly. Otherwise – nothing is taken for granted.

Defects of this approach:

• Good password can be forgotten by Alice,

• Storing of password in memory increases the risk of its theft,

• Short password can be easy memorized but it can be easy found by
adversary

Access control

x=f(y)
x
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Conventional key application

Alice

�(secret key)

Shortcoming of this approach:

The key that is storing in some memory can be stolen or erased

How can we remove this defect?

Use Alice’s biometric or her psychology.

«My body is my password»[1]

+

Psychology: say Alice’s preferences are: young, rich and healthy men.

�
Encryption/decryption, 

Digital signature

4

Biometrics as a source of passwords and keys

The main types of biometrics:

• Palmprint verification,

• Iris biometric,

• Face recognition,

• Fingerprint system,

• Speaker recognition,

• Signature system,

• Keystroke biometrics,

• Using a small subset of values from a large universe (e.g. favorite movies),

• A combining of methods.

Remark:

Both hardware and software to transform human biometrics into digital form 
were designed by many companies [1].

Defects of biometrical approach:

Digital data producing by biometrics are not truly random and it is very 
difficult to reproduce them repeatedly.
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Configuration of pattern recognition system [1]

The main methods using in recognition:

• Image segmentation

• Pattern classification

• Discriminant functions

• Bayes and non-Bayes classification

• Neural networks

• Support vector machine

Model of recognition:

-set of features

-the feature of i-th user

Then it is possible to store data as          ,where h – OWF (one way function)

However, if the recognition follows to the rule , 

then - cannot be used.

Data
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Data

preprocessing
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extraction

Decision
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preprocessing

Physical

variables

� =
−′=

L

j ijij
i

xxArgi
1

2 )(min ρ

)( ijxh

)( ijxh

1X

1ix

2X

2ix

LX

iLx

�����

6

Methods to remove defects:
1. Recognition on biometrics. (Then the parameters have to store in secret)

2. The use of secure sketch [2] – SS

3. The use of fuzzy extractors [2] – FE

Definition and properties of SS and FE.
Non-formal definition:

SS:
(for identification 

on BI)

FE:
(for key generation 

on BI)

ωωωω
s = f(ωωωω)

ωωωω’ωωωω’
ωωωω’is “close” to ωωωω

ωωωω

ωωωω’

R = R(ωωωω)

P = P(ωωωω)

ωωωω’ ωωωω’ is “close” to ωωωω

R – is truly random even if it is known P

that is stored publicly
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1. Hamming metrics
)',( ωωρ

H = is the number of position in which binary vectors ω and 'ω are 

different

Example. 10011=ω 3)',( =ωωρ
H

01010'=ω

(This metrics is very natural for BI)

2. Set difference

where “ ” is symmetric difference of the sets A and  'A .

|B| is a cardinality of B.

Example. },6,5,4,3,2,1{=U 4,3,2,1, =⊆ AUA

6,5,2,1,6,5,4,3, =∆=⊆ BABUB

2),( =BAS
ρ

Psychometry: A selection of small subset from a large universe (e.g. 

favorite movies)

,'
2

1
)',()',( AAAA

SS
∆== ρωωρ

Specification of the notion “ is close to    “:'ω ω

∆

∆
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3. Edit distance 

2

1
)',( =ωωρe  (is the minimum number of omissions and insertions that 

are needed in order to transform ω  into 'ω ) 

Example.  1̂10101 /=ω  

   110111' =ω  

   1)',( =ωωρe  

(This distance is very natural in recognition of handwritten text.) 
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3. Exact definition SS and FE: 
Let us Μ  be metrix space, 

  

- is given metrix 

 

),',,( tmmΜ  - SS is randomized mapping 
*

)(
}0,1{→Μ

ω
 with a following properties: 

(i) (...)Rec∃ such that ))(,'(Rec ωωω SS=  for all 

t≤Μ∈ )',(,', ωωρωω . 

(ii) '))(|(
~

mWSSWH ≥∞  

for any random variable W on Μ , having mWH =∞ )( , 

where ))Pr(maxlog()( WWH
W

−=∞  

})2{log())(|(
))(|( sWSSWH

sEWSSWH
=−

∞
∞−=  

Remark: The condition (ii) makes impossible to recover W given 

)(WSSs =  unconditionally (that means that it cannot be recovered 

independently on computing power of opponent!) 

)(,, ρN=Μ
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),,,,( εtlmΜ  - FE is determined by two procedures: (Gen, Rep): 

(i) Gen – is randomized mapping 
l

RW }1,0{∈�Μ∈  

  P , 

for which ε≤),,,( PUPRSD l , if mWH ≥∞ )( . 

(ii) Rep – is deterministic procedure P),'Rep(ω=R , 

if t≤)',( ωωρ , 

where ),( YXSD  - is statistical distance between two probability 

distributions on X  and Y , e.g.: 

� =−==
v

rr vYPvXPYXSD )()(
2

1
),( . 

Remark: The small value (...)SD means that the probability distribution on 
l

R }1,0{∈ is close to uniform distribution )( lU even known P , (e.g. it is 

close to truly random variable). 
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Identification based on BI using SS

Remarks:

1. Storing s in memory does not require a protection

2. One way functions are not needed

3. Good statistical properties (close to truly randomness) for 

s=SS(�) are not provided (but they are not required)

4. It is necessary to provide a condition mH ≥∞

Server for access control

Identification

Alice (BI)
Initialization ω

ω′

Calculation ( ) sSS =ω

Memory (s)

Calculation ( ) s~~SS =ω

Calculation
( ) ωω ~s,cRe =′

Comparison s with .
Taking a decision.

s~
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Key generation based on BI using FE

Remarks:
1. Key R is close to truly random value.
2. Storing �, � in memory does not require protection.
3. Calculation and storing P can be performed in a reader of BI.
4. It is necessary to protect P against a forgery by adversary (the use 

of digital signature or “robust fuzzy extractors” – see further)

Alice (BI) ω

ω′Alice (BI)

Calculation the key R

Calculation P

Memory (P, E)

Encryption
( )R,MfE =

Calculation the key
( )ω′,PR

Decryption
( )R,EM ϕ=
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4. Design of FE given SS and SE (strong 
extractors)

Definition SE. 

SE – is randomized mapping:  { } { } { }ldn
1,01,0,1,0 →  such that for 

input strings { }n
1,0∈ω with arbitrary probability distribution but 

with min entropy at least m′ ; 

( ) ,;,, ε≤
+

�
�

�
�
�

�

dl
UXXWSESD  

if { }d
,X 10∈ , ( ) lUXPr = . 

Clear demonstration of SE. 

This is a generator of “good” output randomness (close to 

uniform distribution) presented as binary string of shorter length 

l than it’s input binary string of the length n that has “bad” 

randomness given short (length d) truly random seed, whereas 

the knowledge of this seed does not affect on good output 

randomness.  
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How to design FE given SE and SS?

Let us assume that there is SS(M, m, m′, t) and SE(n, m′, l, �) with
( )ε/1log2−′= ml . 

Then the following construction  (Gen, Rep) gives 

FE(M, m, l, t, �): 

– Gen(
���

X

X,X;W 21 ): ( )( )21 ,; XXWSSP = , ( )2X,WSER = . 

– ( )P,WRep ′ : ( )P,WcReW SS
′= , ( )2X,WSER = . 

2x

2x

( )2X,WSS

ω
SSREC

Ω

X 1X

2X

ω

ω′

1

X2

X2
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Conclusion: In order to design FE we have to design both SS and SE.

Construction SS for Hamming distance.

Let C is (n,k,2t+1) error correcting code (not necessary linear).

Then:

SS(ω,x)= ω⊕C(x), where x is chosen randomly and �(x)  is a code word, 

Rec(ω',SS(ω): ω' ⊕ SS(ω,x)= ω' ⊕ω⊕C(x)=e⊕C(x), te ≤// ,

where /e/ is Hamming weight of e.

D(ω' ⊕ SS(ω,x))=D(e⊕C(x))=x, where D is a decoding procedure under 

the condition that C corrects at least t errors. Then
ω= SS(ω,x) ⊕C(x).

It can be proved [2] that: m'≥m-r, ∀ m,r.

SS(ωωωω,x)

ωωωω

x
Encoder

Practical implementation of SS:

If C is linear code then (syndrom to w on the 
code C),

e.g. , where H is check matrix of the code C.

In this case a randomness X is not required at all!

In fact, let us take s=SS(�)= �H and �’= � e, where e is error 
pattern over the weight at most t. Then we have �’H=(� e)H=

= �H  eH that gives relation eH= �’H   s. Since C is capable to 
correct all errors of the weight at most t, we can recover e on given

syndrom eH. After that we can recover � as follows: � = �’ e.

If , e.g. , then we get

FE:    R=X,

This construction does not work in general case, because 

if , then P gives a leakage of information about X=R.

)()( ωω csynSS =

HSS ωω =)(

nU∉ω

nmWH ==∞ )(

),(XCP ⊕= ω

nUW ∈

)(),( ωω ′⊕=′ PDPREP
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In order to design FE it is necessary to design SE.

Trevisan’s extractor:

Parameters of Trevisan’s extractor: 

v
n

n
vc

c

n

c

WH
l 2~;logO   ,log;

log

1
logOd   ;

)(
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Error correcting code

…

1 2 l

w
),~( nn

…

Block schemes

…

S1 :

0 1

1

2

d

1

1

0

0

1

... …

…

…

…

00 … 0 … 00

00 … 0 … 01

00 … 1 … 11

11 … 1 … 11

a1, a2, … , av

u

1

0

0

1

Random binary

sequence(seed)

s11,s12,…,s1v

s21,s22,…,s2vS2 :

sl1,sl2,…,slv

si1,si2,…,sivSi :

Sl :

0

0

1

Boolean function
γ

)(af

i

0...
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Almost universal class of hash functions[6]

.

Definition. A family of mapping }{ ihH =  
ln }1,0{}1,0{ →  is called 

δ -almost universal )( AU−δ , if for any 

:xx ≠′ δ≤′= ))()(Pr( xhxh ii  under uniformly selected  ih from the 

set H.  

 In a particular case when 
l−= 2δ  we get a conventional family of 

universal hash functions. 

 Asymptotic behavior of parameters for some classes of AU hash 

functions has been considered in [6]. However constructive methods to 

design such hash functions are not sufficiently advanced. In 

application to authentication problem AU functions were used in [7]. 
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Reducing AU to SE

Statement [8].

Let us consider any m,          and . Then if

is AU  for , it results in 

the fact that H is SE.

Thus, if it is known how to design AU then it is known also how to design SE 
with some given parameters. But constructive methods to design AU are known 
not so much

0>ε lml 2−≤

{ } { }{ }ln

ihH 1,01,0: →= )1(2 2εδ += −l

Reducing of linear q-ary codes to SE 

If qTqkT ])/11(,,[ δ−−  is some q-ary linear code with given 

parameters, then the exists  )2/,/1( δδ q  - extractor that can be 

presented as ixCxExtr == )]([),( ωω , where )(ωC  - code words 

corresponding to ω  and  ix=[.] - is a random choice of i-th 

symbol. 
 19
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Selection of SS parameters(see slide 16)

),',( tmm : 

mWH =∞ )( , '))(|(
~

mWSSWH ≥∞ , t≤)',( ωωρ

HsynWSS c
ωω == )()( ,

where H is check matrix of some (n,n-r) linear code.

n is the length of the string ω, r is the number of check symbols .

Interconnect ion of the parameters n, r and t is due to Varshamov -Gilbert 

bound: r=nH(2t/n); 

H(x)= − xlogx + (1-x)log(1-x).

How to determine the requirement to m′?
If the best method of statistical finding ω on SS(ω) is used, then the 

probability of success after
s

L 2= trails of ω is
ms

P
′−= 2 .

How to find m for BI ?

This is open problem . (Experimental testing with an estimation �(ω) and then 

an estimation of )(ω∞H ).
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Open problems

1. Which of BI is preferentially?

2. How can we estimate H∝(ω), where ω is BI?

3. How can be established a secure level of H∝(ω/SS (ω)) for SS and ε for FE. 

4. Constructive design of SE given its complexity.

5. Parameter optimization for SS and FE. 

6. Parameter optimization for broadcast key distribution system based on FE technique. 

7. Practical implementation of identification systems based on particular types of BI.

8. Design of SS and FE for Euclidian metrics on the plane.
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Combining crypto with biometrics in 
solution of user’s identification problem.

Defects of SS- based approach:

1.Estimations of SS-security can fail sometimes.

Example. Consider iris as biometric information. It is binary string of

the length 2048 bits with the mean intra-eye symbol error 

probability 0.127 [4] and the min entropy m=249 bits [5]. 

Then we get in line with Varshamov-Gilbert bound(SeeSl.28) 

that r � 2048H(2 t/h), where t~2048×0.128=260, and thus

r �H(0.254)×2048=0.81×2048=1658.It results in trivial 

inequality H�(W/SS(w)) � m-r = -1609…?

2.SS-based scheme fails completely whenever the original 

biometrics is stolen.

3.SS-based scheme is not key diversity one. It is inconvenient if user 

wishes to separate access key for his (her) bank account and to 

workplace computer.
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How to remove these defects?

It is possible  if user “encrypts” some truly random access-key by 

his(her) BI.

In this setting BI plays a role of encryption and decryption keys. But 

because BI varies in time it is necessary to reconcile this difference by 

error correcting code.

Basic scheme for iris BI

Smart card
Decoder

(V)
Coder

(V)

“Encryption” “Decryption”

K (key) K

BI
~

BI

�lock
�lock

�ref �’ref

�cd
�’cd

, where e is error pattern between �ref and �’refe��`���` cdrefrefcdcd ⊕⊕⊕⊕====⊕⊕⊕⊕⊕⊕⊕⊕====
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The proposed coding scheme [4]
1 ks ks+1 ns

k+1

k2

n

k- parameter of Hadamard code (HC),

k+1- the number of information bits of HC,
k2 - the length of HC,

ks- the number of information bits of Reed-Solomon code (RSC),

ns- the length of RSC,
1k

q 2 ++++==== -the order of the field GF(q) connected with RSC,

l=(k+1)ks- the total number of information bits of concatenated code (CC)

that is equal to the length of the key K,

s
k

n2n ==== -the length (in bits) of CC,
2-k

2t ==== - error correction capability of HC,

2

1k-n
t ss
s

++++
====

- error correction capability of RSC

HC- corrects bit errors

RSC- corrects both errors in blocks of HC and in addition bursts of errors

Proposed parameters
k=6, k+1=7, 642 k ==== , ks=20, ns=32,

ts=6, t=16, n=2048, q=128, l=140
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Performance evaluation of the scheme above[6]

p- symbol error probability in the error pattern e for the same person

t0- the amount of burst that corrects RSC.

, (false rejection rate ~ the probability to reject an

identification of valid person)

where

where

, (false acceptance rate ~ the probability of positive

identification of invalid person)

p`-the symbol error probability in the error pattern e for different persons.

(1)

(2)
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The results of calculations PFRR, PFAR for different
parameters CC and “channel parameters” p, p`, t0.

We get for the proposed in [4] CC parameters:

if t0�6, p=0.124, p`=0.3, l=140

It is possible to improve the efficiency of scheme if

to select the following parameters: k=5, k+1=6, , ks=40, ns=64, ts=12,

q=64
Then we get:

if t0�6, and the key length l=240

Further improvement can be obtain by changing encoding / decoding 

procedures if we use HC in order to correct and detect errors, whereas 

RSC is used in order to correct both errors and erasures that decreases a

complexity of decoding procedure. 

322
k

====

7
FRR 109.1P −−−−⋅⋅⋅⋅≈≈≈≈

14
FAR 109.1P −⋅≈

5
FRR 102.2P −−−−⋅⋅⋅⋅≈≈≈≈

5
FAR 1035.7P −−−−⋅⋅⋅⋅≈≈≈≈
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Security of CC-based scheme.

Let us consider a situation where the token (smart card ) is stolen

while iris code remains unknown.

This means that �lock is known by attacker while �ref is unknown.

However a 2048-bit iris code has only 249 degrees of freedom [ 5 ].

Assume that attacker has perfect knowledge of the correlation within 

the subject’s iris code.

Then the uncertainty of the iris code is only 249 bits.

The proposed coding  scheme allows up to 27 percent of the bits to be wrong.

So the attacker is trying to find a 249 bit string within 67 bits Hamming distance

of the key .

By the sphere-packing bound it requires to perform

computations.



29

Attack by a compromization of the key

where ∆∆∆∆�ref=�ref⊕⊕⊕⊕�`ref

Next attacker calculates f(K)⊕∆⊕∆⊕∆⊕∆�ref=�lock⊕⊕⊕⊕�`lock⊕⊕⊕⊕f(K`)
Since the error pattern ∆∆∆∆�ref can be corrected by CC attacker is able to find 

the second key K. (This attack was not mentioned in [ 4 ]).

reflock �� f(K) ⊕⊕⊕⊕====

Let us assume that user has two different keys K and K`, 

which are “encrypted” by the same BI:

reflock �`f(K)�` ⊕⊕⊕⊕====

where f(…) is encoding functions,

�ref, �`ref are iris codes of the same person in different time moments.

Attacker knows: �lock, �`lock and K` and his other goal is to find K.

Then the attacker is able to find

refrefreflocklock ��f(K`)f(K)�`f(K`)�f(K)�`� ⊕⊕⊕⊕⊕⊕⊕⊕====⊕⊕⊕⊕⊕⊕⊕⊕⊕⊕⊕⊕====⊕⊕⊕⊕ ,
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Conclusion and open problems 
 

1.Combining crypto with biometrics provides additional 

security level for user identification if the original 

biometrics are stolen. 

 

2.Combinig scheme (CS) may solve key diversity 

problem (the use of different access keys for different 

identification points) only if precautions are taken  in 

addition to CS . Generally speaking , it is still open 

problem. 

 

3.A choice of the CS type  depends on the types of 

biometrics. So  for  iris BI seems to be better to use  CS 

based on concatenated codes whereas FV is better both 

for fingerprinting BI  and for  sharing of tastes BI .   

 

4.Security of CS  can be considered  only as partly solved 

problem because not all attacks on them have been 

investigated in details.  

 

5.Nevertheless  CS are looking as very perspective 

methods and they have  promising practical applications 

and offer  interesting open problems for further theoretical 

investigation.   
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