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SPIIRAS Team in RE-TRUST:
team background and preliminary
analysis of tasks to be solved

Igor Kotenko

Computer Security Research Group,
St. Petersburg Institute for Informatics and
Automation of Russian Academy of Sciences
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STRUCTURE OF THE RUSSIAN ACADEMY OF SCIENCES
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Short Profile of St. Petersburg Institute for
Informatics and Automation (SPIIRAS)

Founded in 1978

The Russian Academy of Sciences Institute operating
In the North-West of Russia in Information
Technologies

Personnel — 203

SPIIRAS is a competence center in the area of
advanced information technologies

Experienced in collaboration with
EC Countries
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j. SPIIRAS General Research Directions
i

« Development of Information and Control Systems for
Real Time Signal Processing

 Fundamentals of Information Processes in Complex
(Socio-, Eco-, Bio-,Geo-, etc) Systems

* Theoretic Basics in Developing Information
Technologies for Research Automation, Control,
Manufacturing, and Intelligent Systems
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Research Directions
]. of Computer Security Research Group

« Computer security, including security policy
management, access control, authentication, network
security analysis, intrusion detection, firewalls, deception
systems, virus protection, verification of security systems,
modeling, simulation and visualization technologies for
counteraction to cyber terrorism,;

 Artificial intelligence, including multi-agent frameworks
and systems, soft and evolutionary computing, machine
learning, data mining, data and information fusion;

¢ Telecommunication, including decision making and
planning for telecommunication systems.
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2. International collaboration, projects
and accomplishments of Computer
Security Research Group
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jll International Projects

i
« Air Force Research Laboratory/ Information Directorate (European

Office of Aerospace Research and Development) (1999-2003 - 3
computer security projects)
= “Agent-Based Model of Information Security System: Architecture and

Formal Framework for Coordinated Intelligent Agents Behavior
Specification” (1999-2001)

= “Formal Grammar-Based Approach and Tool for Simulation Attacks against
Computer Network” (2001-2003)

= “Mathematical Foundations, Architecture and Principles of Implementation
of Multi-Agent Learning Components for Attack Detection Computer
Networks” (2001-2003)

INTEL — “Network traffic preprocessing algorithms” (2004-2005)

Fraunhofer First (Germany) — “Intrusion detection learning systems”
(MIND) (2004-2006)

FP6 (EU Project) — “Security policy specification, checking and
deployment” (POSITIF) (2004-2007)

FP6 (EU Project) — “Remote EnTrusting by RUn-time Software
auThentication” (RE-TRUST) (2006-2009)
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jll Russian Grants and Projects

Government Budget Projects:

» Models and methods of developing secure computer systems (2006-
2008)

Grants of Russian Foundation for Basic Research:

» Mathematical models of information security assurance in computer
networks based on MAS technology and its experimental evaluation
(2001-2003)

» Modeling and simulation of cyber warfare (2004-2006)
Projects from Department of Information Technology and Computer
Systems of the Russian Academy of Sciences:

= Agent-based stochastic modeling and simulation of adversarial
competition of teams in the Internet environment (2003-2004)

= Mathematical models of active audit of computer network vulnerabilities,
Intrusion detection and response: Multi-agent approach (2003-2006)

Projects from Government Institutions:
= Models and prototypes of honeynets (2003-2004)
= Monitoring of user activity in computer networks (2004)
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International Computer Security Conferences
j. Organized

« Mathematical methods, models and architectures
for computer network security (MMM-ACNS):
2001, 2003, 2005, 2007

SENHIS ﬁj
=R TSN

o Rt The objectives of MMM-ACNS Workshops are to

T bring together leading researchers from academia

and governmental organizations as well as

ﬁz't"vf:rtlfgecurity practitioners in the area of computer networks and

it g n it information security, facilitating personal interactions

and discussions on various aspects of information

technologies in conjunction with computer network

and information security problems arising in large-

scale computer networks engaged in information
storing, transmitting, and processing.
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j. Recent accomplishments (results)

in 2005-2006 (1)

 The theoretical basis, algorithms and software implementation of agent-
oriented modeling and simulation of antagonistic counteraction of
malefactors and computer network security components.

The principles of construction, the structure and a fragment of distributed
ontology-based knowledge base for modeling and simulation of protection
mechanisms in an antagonistic environment.

The formal models of agents—malefactors, security agents and computer network
under defense.

The software environment based on imitation of computer attacks and protection
mechanisms at a network packets level using OMNeT ++ INET Framework.

The attack and security agents as compound modules containing simple modules,
responsible for functioning of various network protocols, and agent kernel that
controls these modules.

Different experiments with this environment were fulfilled on an example of
simulation of DDoS attacks and particular defense mechanisms. These experiments
included the investigation of attack scenarios and protection mechanisms for the
networks with different structures and security policies.

The received results are directed on investigation of various aspects of
antagonistic interactions of agent teams in the Internet and development of
recommendations on design and implementation of advanced security systems.

RE-TRUST Kick-off Workshop, September 18-19, 2006



]. Recent accomplishments (resulits)

in 2005-2006  (2)

 The theoretical basis and operation algorithms of deception systems (DS).

These systems represent hardware-software tools for information
protection that are based on the technology of “traps” and false targets. In
particular, we developed the requirements to DS, the generalized
architecture of multi-agent DS, the generalized models and algorithms
of disguised counteraction to remote non-authorized access to information
resources, including the models of malefactor detection and readdressing
of non-authorized request to false components, determining the malefactor
plan (strategy), generating a plan of false components operation, etc.

The offered approach is based on simulation of information systems
components and on using three levels of malefactor deception: (1) a
network segment level — the whole network segment is emulated; (2) a host
level — among working servers the bait-host is used; (3) a services and
applications level —the programs emulating services and applications are
applied on servers.

The deception software system was implemented.

We fulfilled a set of experiments on investigating basic deception functions
at realization of different attacks. These experiments are executed on
several different scenarios determined according to various attack types.
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Recent accomplishments (resulits)
j‘ in 2005-2006 (3)
I

 Models, techniques and prototypes for active security analysis of
computer networks.

= The approach is based on automatic generation and fulfillment of
distributed attack scripts taking into account a variety of goals and
knowledge levels of malefactors, and intended for implementation at
various stages of computer network life cycle including design and
exploitation stages.

= The offered approach is based on application of a set of models
(including models of malefactor, attack scripts generation, security level
evaluation, computer network, etc.) using expert knowledge.

= Functioning of security analysis system based on the approach suggested
is resulted in determined vulnerabilities, the traces (graphs) of possible
multistage attacks, “bottlenecks” (main “holes”) in a computer network
on which these attacks are based, and also various security metrics
which can be used for evaluating a security level of a computer network
and its components, and also for comparisons of various network
configurations and security policies.

= These results provide the development of justified recommendations on
elimination of revealed “bottlenecks” and on amplification of system security.
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Recent accomplishments (results)
j. in 2005-2006 (4)

 The generalized architecture, particular models and prototypes of

components for verifying security policies of computer networks were
analyzed and developed.

= The mechanisms for operation with policies of three levels were offered:
= (1) the top level, approximated to the user requirement language,

= (2) the intermediate level, classifying rules according to several policy
categories, and

= (3) the bottom level, describing policies in the format of Common
Information Model (CIM).

= We developed and implemented the research prototypes of the
verification manager that handles the process of verification, and
different verification modules:

= (1) based on Event Calculus,
= (2) based on Model Checking,
= (3) Specialized modules.
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Some Recent research papers published
jll or accepted for publishing in 2006 (1)

Kotenko 1., Stepashkin M., Ulanov A. Agent-based modeling and simulation
of malefactors' attacks against computer networks. Security and Embedded
Systems. D.N.Serpanos, R.Giladi (Eds.). IOS Press. 2006.

Kotenko I.V., Tishkov A.V., Chervatuk O.V. Architecture and Models for
Security Policy Verification. Mathematics and Security of Information
Technologies. Amsterdam, 2006.

Kotenko I., Ulanov A. Agent-based Simulation of Distributed Defense against
Computer Network Attacks. Proceedings of 20th European Conference on
Modelling and Simulation (ECMS 2006). Bonn. Germany. May 28th - 31st,
2006. P.560-565.

Kotenko I., Ulanov A. Antagonistic Agents in the Internet: Computer Network
Warfare Simulation. The 9th International Conference on Information Fusion.
Florence (Italy), 10-13 July, 2006.

Kotenko I., Stepashkin M. Network Security Evaluation based on Simulation
of Malefactor's Behavior. SECRYPT - International Conference on Security
and Cryptography. International Joint Conference on e-Business and
Telecommunications. ICETE 2006. Setubal, Portugal. 7-10 August 2006.
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Some Recent research papers published
]I. or accepted for publishing in 2006 (2)

Kotenko I., Ulanov A. Agent-based modeling and simulation of network
softbots’ competition. The Joint Conference on Knowledge-Based Software
Engineering (JCKBSE'06). Tallinn, Estonia. August 28-31. 2006.

Kotenko 1., Ulanov A. Simulation of Internet DDoS Attacks and Defense. 9th
Information Security Conference. ISC 2006. Samos, Greece. August 30 -
September 2, 2006. Lecture Notes in Computer Science, Vol. 4176, 2006.

Kotenko I., Stepashkin M. Analyzing network security using malefactor action
graphs. International Journal of Computer Science & Network Security, 2006.

Kotenko I., Stepashkin M. Attack Graph based Evaluation of Network
Security. The 10th IFIP Conference on Communications and Multimedia
Security. CMS'2006. Heraklion, Greece. 19 - 21 October 2006. Lecture Notes
in Computer Science, Vol. 4237, 2006.

Kotenko I., Ulanov A. Agent Teams in Cyberspace: Security Guards in the
Global Internet // International Conference on CYBERWORLDS. CW2006.
Lausanne, Switzerland, November 28-30, 2006. Proceedings. IEEE
Computer Society, 2006.
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3. Tasks in RE-TRUST
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]. Main Tasks in RE-TRUST
|
Task T4.1 — Trust analysis of SW-based method

Task T4.5 — Remote entrusting and Internet secure
protocols

« T4.5.1 — Analysis of integration of remote
entrusting with existing Internet security
protocols

« T4.5.2 — Integration and analysis of secure
protocols to support remote entrusting methods.

RE-TRUST Kick-off Workshop, September 18-19, 2006



b

4. Computer Security Research Group
Research: General view

Examples of related developed solutions (mainly in
network security analysis):
« Modeling and simulation of computer attacks
e Modeling and simulation of cyberwarfare
« Security analysis of computer networks
 Intrusion detection
« Deception systems, honeynets
« Security policy specification and checking
« Security protocols analysis
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]. Security Evaluation Areas

Irlnpact assessment for determining how security measures affect
system and application properties (performance, reliabllity, etc.)
[D.Nicol, S.Smith, M.Zhao-04 ; S.Kent, C.Lynn, K.Seo0-00 (Secure BGP);,
M.Zhao, S.Smith, D.Nicol-05; etc.]

Emulation, in which real and virtual worlds are combined to study the
Interaction between malware and systems, and probe for new system
weaknesses [G.Bakos, V.Berk-02 (Worm activity by metering ICMP); M.
Liljenstam et al-03 (Simulating worm traffic); etc.]

Cyber attack exercises and training scenarios
[M. Liljenstam et al-05 (RINSE); B. Brown et al-03; etc.]

Risk assessment based on known vulnerabilities, exploits, attack
capabilities, and system configuration [R. Ortalo, Y.Deswarte,
M.Kaaniche-99; Sheyner et al-02; V.Gorodetski, I.Kotenko-02 (Attack
Simulator); B.Madam, K.Goseva-Popstojanova-02; etc.]
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j,. Works on Security Evaluation

* Methodology and software tools for testing IDSs ([Puketza et al-96],
[Puketza et al-97], [Debar et al-98], [Alessandri et al-01], [McHugh-00]));
« Evaluations of IDSs of MIT ([Lippmann et al-98, 00, 02]);

» Real-time test bed of AFRL [Durst et al-00];

» Dependability models for evaluation security [Nicol et al-04],

» Penetration testing of formal models of networks for estimating
security metrics [Sheyner et al-02];

» Model checking for analysis of network vulnerabilities [Ritchey,
Ammann-00 J;

» Global metrics for analyzing the effects of complex network faults and
attacks [Hariri et al-03];

 Natural-deduction for automatic generation and analysis of attacks
against IDS [Rubin et al-04];

» Knowledge-based network risk assessment [Shepard et al-05], etc.
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Works directly coupled with
]II Attack Modeling and Simulation

» Using Colored Petri Nets [Kumar et al-94];

. S]tate transition analysis technique [Iglun et al-95], [Kemmerer et al-
98],

» Conceptual models of computer penetration ([Cohen-99],[Stewart-99]);
» Descriptive models of attackers [Yuill et al-00];

» “Tree”-based models of attacks ([Moore et al-01], [Dawkins et al-02]);

* Modeling survivability of networked systems [Moitra et al-01];

» Object-oriented Discrete Event Simulation [Chi et al-01];

e Situation calculus and goal-directed procedure invocation [Goldman-
02];

» Using and building attack graphs for vulnerability analysis ([Swiler et
al-01], [Ortalo et al-01], [Sheyner et al-02], [Jha et al-02]);

» Game-theoretic models [Lye and Wing-03];
» Multi-stage attack analysis [Dawkins, Hale-04];

* Modeling and inference of attacker intent, objectives, and strategies
[Liu, Zang-05]; etc.
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]. Security Analysis

I
O Model system

® Model adversary

©® l|dentify security properties

O See If properties preserved under attack
e Result

= Under given assumptions about system, no
attack of a certain form will destroy specified
properties

= There is no “absolute” security
/Vitaly Shmatikov/
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]‘ Fundamental Tradeoff
|

Formal models are abstract and greatly simplified
= Components modeled as finite-state machines

= Security functions modeled as abstract data types

= Security property stated as unreachabillity of “bad” state

Formal models are tractable...
= Lots of verification methods, many automated

...but not necessarily sound

= Proofs in the abstract model are subject to simplifying
assumptions which ignore some of attacker’s capabilities

Attack in the formal model implies actual attack

/Vitaly Shmatikov/
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“ Explicit Intruder Method

Set of rules
.‘ RFC, IETF draft, describing what

research paper,
design document...

attacker can do
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Modeling and simulation of computer attacks
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“ Conceptual simulation scheme

Agent 1: Simulator
of attack

‘e
-
.
-
‘e
A .
‘e
.

the host of attack success

: ' | reaction iliti
Agent 2: Simulator : el x
O.I: attack <®sfssssssnassnnnnnn ..:. //
i Model of
+ | the host 1 || Model of
: \ the host 2
o / ........
Agent N: Simulator i Model of network | | Model of ||
of attack b ' |__configuration the hostk |1
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Basic Components of Attack Model

o O1

. Ontology of the Problem “Attacks against Computer

Network” : structure of the basic malefactors’
Intentions and actions.

. Basic malefactors’ intentions and attack task

specification.

. Formal grammar-based framework for specification

of attack development.

. Formal scenarios of a representative multitude of

attacks and their development in time.

. Formal model of the attacked computer network.
. Model of interaction of malefactor’s activity and

victim computer network.
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artial Ontology
Computer Network” (Macro-levels)

of the Domain “Attacks against

I Reconnaissance

R

Collection ofCI
Information

Identification ofS
services

Identification
of OS IH x
|dentification

of hosts

Network Ping D
Sweeps

PS

- Dumb
Notions of host scan

micro-layer DHS

Scanning 'FTP SFB
Bounce'
SN

TCP Null
scan HS

Half scan

RE Enumeration

Network attack

ABE Applications

and Banners
UE  Enumeration

Users and Groups
Enumeration

Implantation and
threat realization

| Creating Back
Doors

CBD

Resource

Getting Access

Port Scanning 0 Regouls =
Covering
\S‘T CAR GAD Tracks
. TCP connect Escala |ng l Gaining

‘ TR Additional Data
Threat Realization

DOS
Denial of Service

gs-" Privilege

TCP SYN
Scan
SF CD o1b

Confidentiality :
CP FIN : Integrity
SX scan destruction  gastryction

TCP Xmas
Tree scan

UDP scan
Notions of lower levels

= "Part of" relationship
— “Class of" relationship
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]. Basic malefactors’ intentions

Intention-centric approach to the specification of malefactor's
activity: basic notions of the domain correspond to the malefactor

Intentions and all other notions are structured according to the
structure of intentions.

List of Basic Classes of High-level Malefactor's Intentions

R — Reconnaissance: | — Implantation and threat realization:
IH - Identification of the running GAR - Getting Access to Resources
Hosts of the host
IS - Identification of the host EP - Escalating Privilege with regard
Services to the host resources
IO - Identification of the host GAD - Gaining Additional Data needed
Operating system for further threat realization
Cl - Collection of additional TR - Threat Realization
Information CD - Confidentiality Destruction
RE - shared Resource Enumeration ID - Integrity Destruction
UE - Users and groups Enumeration DOS - Violation of resource availability
ABE - Applications and Banners (Denial of Service)
Enumeration CT - Covering Tracks

CBD - Creating Back Doors
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Attack task specification

Specify the Attack

thention

M | MHarme | [ ezcription

IH Identification of Hosts

1
2 15 Identification of Services

] Identification of Operating system

4 FRE Shared Resource Enumeration

5 UE Uszers and groups Enumeration

B ABE Applications and Banners Enumeration

7 GaR Getting Access to Rezsources of the host

a2 EF E zcalating Privilege with regard to the host resources
9 CvR Confidentiality “iolation R ealization

10 MR Integrity Yiolation Realization

11 AVR Aeailability Violation Realization

12 CBD Creating Back Doors

T

| 181 . a3

Feal IP-addreszs 20! . 148

Spoofele’-address| 2482 0131 0 17 . 99

Passwords file

WV Save preceding attack realization

W Generate attacks on net protocol leve

rKnown Infarmation about attacked Mebworkes

Metwarks Hosts
Met Mame | Met IP | Host Mame | Host IP
AlL 192.168.120.0
210122250

g 122251086
210122.25.22
1921681301

7

N

Showy &l Hosts

Define Known Information l |

Object of Attack

[advanced)

GAR |P-address:

Imtention: 2101222516 I

=] |

Cancel |

Main elements of attack
specification:
1) Malefactor's intention (1-12);
2) Address of the attacked host
or network;
3) Available information
about attacked host;
4) Attack object (file name,
user account, resource, etc.);
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]. Formal framework for specification of attacks

Formal grammar: G, =<V, V;,S,P, A >,

where G, — formal grammar name (it coincides with the
name of attack and the name of its axiom);,

V\ — the set of non-terminal symbols; V; — the set of
terminal symbols; S € V|, — formal grammar axiom;

P — the set of productions which look like follows:
(U) X2 a (Prob),

where X eV, a € (V7 WV,)* U — precondition of the
production application; Prob — probability of the
production application;

A —the set of attributes and their dependencies (functions
having attributes as variables).
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Implementation Issue: State Machine-based
]I. Representation of Attack Generation

A

State machines interaction
diagram

o D o

IH

(P] (P]
RE 4:; UE 4:9 ABE GAR [Pﬁ EP TR |4 CT fhdCep
b P / P [P{P]
a [
| EP_MSG | ‘GAD_MSG‘ /
SPIH SPIS ens | \[ mus || [ Ree ocsR | [ Bsp [|[ psa |[ css AR || cvr || wr
ues | [ rem ||| Exv ||| ace |[ bs
[H_MsG| | SPIS_MSG | |I0_MSG|| CLMSG || ENS_MSG | | RE_MSG| |UE_MSG| | ABE_MsG| GAR_MSG CVR_MsG| ‘IVR_MSG‘ | CT_MSG | |CBD_MSG|
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A

0) (1-12)

1)R->HRL (1)

2)R-> HR2 (7-12) —
10) R1-> IHR1 (1) ﬁ
5)R->I0RL  (3)

6)R->I0R4  (7-12)

12) R2-> 10 R4 (7-12) ﬁ
7)R-> RER1 (4) ﬁ

17) R1 -> IO R1 (3) ﬁ

9) R -> ABE R1 (6) ﬁ

mﬁi
mﬁi
m\jA

23)R1->End (4) ﬁ
27) R1> ABE R1 (6) ﬁ

3)R>ISRL (2)
——4)R->ISR3 (7-12)
7mﬁ

_ 113)R1->End (1) ﬁ
22) R6-> UE R7 (7-12)ﬁ

~ 19)R1->End (3) ﬁ

25) R7-> ABE R8 (7-12)ﬁ
26)R1->End (5) ﬁ

28)R1->End  (6)
—29)R8->End  (7-12)

Implementation Issue: State Machine-based
Representation of Attack Generation

“‘Reconnaissance”
Attack Generation

IR1 — Intermediate state

IH - Identification of running
Hosts

|S - Identification of Services

|O - Identification of OS

Cl — Collection of Information

RE - Resource Enumeration

UE - Users and Groups
Enumeration

ABE - Applications and
Banners Enumeration
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User Interface with Network Model

Structure ofithe attacled

IP 210122258 =] IF 2101222512 (P IF 2101222516 (P
Host Mame Dleg = Host Hame Yictor gl Host Hame Admin (sl
Domain Mame Fleq.lan3.net | Damain Mame Yictar lan3.net Damain Mame Admin lan3. net
Operating Systern | Windows 2000 SP1 I Operating System  Linus Mandrace 7 Operating System | Windows 2000 5P1
Shared Resources  Ad Shared Resources | Avar; fusr Shared Resources | ‘e |
Active Parts: 20,21, 25, 80,110, | Active Ports: 20,2, 23, 25, 80, Active Ports: A7 42 53,88,135,

119,135,137, 138 | 110,119 137,138,139, 383,
Trusted Hosts: | Trusted Hosts: | 445, 543, 750, 751, |
User 1 Yictar | Lzer 1 Yictor | 752,753.1433, 1434, [

||
2101222512
210122 P58 210.122.25.186
F Etherfet AN }
210,122 251 210.122.25.22
210.122.254

[ 210122.25.1 = IP 210122.25.4 (P IP 201222522 (|
Host Marne Firewall =l Host Mame Yladimir B Host Mame Igor B
Domain Mame | Daornain Marne Wladimir.lan3.net Daomain Marme lgor.lan3. net
Operating System  Unix I Operating Systerm  Windows 38 S5E Operating System  Sun05 1.4
Shared Resources Shared Rezources Mo Shared Resources  /pub; Avar; fusr
Active Ports: | Active Ports 80,135,137,138.139 Active Ports: 7.13,19,20,21, 23,25, |
Truzted Hosts: | Truzted Hosts: 20122512 ' E3. 73,580,110, 513, '
User 1 Admin | 210122.25.22 | 1080, 2049 |
|Jser Paw Fireswalll B User 1 Wladirnir | Trusted Hosts: |
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Visualization of an attack development

on macro-level

Attack task specification

\

Attack generation tree

Malefactor’ s actions

A tag of success (failure)
and and data obtained
from an attacked host (a
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On-line Visualization of an Attack
Development on Micro-Level

B3 Shortcut to PORTAL.BAT

e

Starting scanports uv.1.0. ICP scanning by using

AttackID: 58
Selected device:

1. 192.168.130.136.1050->1%22.168.130.135.21
2. 192.168.130.135.21->192.168.130.136.1050
Port 21 is seems_to he OPEN.

3. 192.168.130.136.1050->192.168.130.135.21

1. 192.168.130.136.1050->192.168.130.135.79
2. 192.168.130.135.79->192.168.130.136.1050
Port 79 is seems to bhe CLOSED.

3. 192.168.130.136.1050->192 .168.130.135.79

1. 192.168.130.136.1050—->192.168.130.135 .80
2. 192.168.130.135. 8@—)192 168 130.136.1050
Port B0 iz seems to he OF

3. 192.168.130.136.1050— )192 168.130.135.80

1. 192.168.130.136.1050->192.168.130.135.81
2. 192.168.130.135.81->192. 168 130.136.1050
Port Bl is seems to be CLOSE

3. 192.168.130.136.1050->192. 168 130.135.81

Realtek 8139-series PCI NIC

TCFP
TGP

TGP
TGP

TGP
TGP

TGP
TCP

TGP

Starting scanports v.1.0. TCP scanning by using

AttackID: HS
Selected device:

1. 192.168.130.136.1050->1%22.168.130.135.21
2. 192.168.130.135.21->192.168.130.136.1050
Port 21 is seems_to he OPEN.

3. 192.168.130.136.1050->192.168.130.135.21

1. 192.168.130.136.1050->192.168.130.135.79
2. 192.168.130.135.79->192.168.130.136.1050
Port 79 is seems to he OSED.

3. 192.168.130.136.1050->192 .168.130.135.79

1. 192.168.130.136.1050->192.168.130.135.80
2. 192.168.130.135.80->192.168.130.136 1050
Port B0 iz seems to be OPEN.

3. 192.168.130.136.1050->192.168.130.135_80

1. 192.168.130.136.1050->192.168.130.135.81
2. 192.168.130.135 .81 )192 168 130.136.1050
Port Bl is seems to bhe CL

3. 192.168.130.136 .1050— )192 168 130.135.81

Realtek 8139-series PCI NIC

TCFP
TGP

TGP
TGP

TGP
TGP

TGP
TCP

TGP

Starting scanports v.1.0. TCP scanning by using

AttackID: SX
Selected device:

1. 192.168.130.136.1050->1%2.168.130.135.21
2. 192.168.130.135.21->192.168.130.136.1050
Port 21 is seems_to he OPEN.

3. 192.168.130.136.1050->192.168.130.135.21

1. 192.168.130.136.1050->192.168.130.135.79
2.168.130.135.79->192.168.130.136 .1050

Port 79 is seems to he CLOSED.

3. 192.168.130.136.1050->192 .168.130.135.79

1. 192.168.130.136.1050->192.168.130.135.80
2.168.130.135.80->192.168.130.136.1050

Port B0 is seems to be OPEM.

3. 192.168.130.136.1050->192.168.130.135 80

Realtek 8139-series PCI NIC

TCFP
TGP

TGP
TGP

TGP
TGP

SY¥N

S¥YN
SYN

RST

SYN
RST

RST

SYN
S¥YN

RST

S¥YN
RST

RST
S¥YN

S¥YN
SYN

RST

SYN
RST

RST

SYN
S¥YN

RST

S¥YN
RST

RST
S¥YN

S¥YN
SYN

R8T

SYN
RST

RST

SYN
S¥YN

RST

nmessages .

(zseq: 12f798 ack: O>
ACK <seqg: 8hbfeeed ack: 12£f799>

ACK <seq: 12f799 ack: Bhtfeee?>

(seqg:= 12f798 ack: 0>
ACK <{seq: O ack: 12f799>

ACK <seq: 12f799 ack: 1)

{(seqg: 12F798 ack: 0>
ACK <{seq: 8h78Bc3f ack: 12f799>

ACK <seq: 12f799 ack: 8h788c40>

{seq: 12f798 ack: 0O
ACK <seq: O ack: 12f799)

ACK <seq: 12f799 ack: 1>

nessages.

(zseq: 12f798 ack:
ACK <seq: 8h8%2edb6 ack 12£799>

ACK C(seq: 12f799 ack: 8h892e4?)

(seqg:= 12f798 ack: 0>
ACK <{seq: O ack: 12f799>

ACK <seq: 12f799 ack: 1)

{(seq: 12f798 ack: 0>
ACK <{seq: B8hP19779 ack: 12f799>

ACK <(seq: 12f799 ack: Bh?1977a>

{seq: 12f798 ack: 0O
ACK <seq: O ack: 12f799)

ACK <seq: 12f799 ack: 1>

nessages.

(zeqg: 12f798 ack:
ACK <seq: 8ha2374d ack 12£799>

ACK <seq: 12f799 ack: Bha2e74e>

(seqg:= 12f798 ack: 0>
ACK <{seq: O ack: 12f799>

ACK <seq: 12f799 ack: 1)

{(seq: 12f798 ack: 0>
ACK <{seq: BbabhS5f?7 ack: 12f799>

ACK <(seq: 12f799 ack: BhahS5f8>

E

B3 Shortcut to PORTAL.BAT

<[5

B. 192.168.130.136.1050->1%2 . 168.130.135 .81

E¥N flooding v.1.0

Starting

n92.168. 128 15.1025->192.168.130.135.21
1922.168.128.15.1026—>192 168.130.135.21
1922.168.128.15.1027-3>192_168.130.135.21
192.168.128.15.1028->192 168.130.135.21
192.168.128.15.1029->192 168.130.135.21
192_168_128_15.1030->192 168 _130.135.21
192_168_128_15.1031->192_168_130.135.21
192 _168_128_.15.1032->192_168_130.135.21
192.168.128.15.1033->192_.168.130.135.21
1922.168.128.15.1034->192 168.130.135.21
192.168.128.15.1035->192_168.130.135.21
192.168.128.15.1036—>192 168.130.135.21
192.168.128.15.1037->192.168.130.135.21
192_168_128_15.1038->192_168_130.135.21
192_168.128_.15.1039->192_168_130.135.21
1922.168.128.15.1040->192 . 168.130.135.21
192.168.128.15.1041->192 168.130.135.21
1922.168.128.15.1042->192 168.130.135.21
192.168.128.15.1043->192 168.130.135.21
192.168.128.15.1044->192 168.130.135.21
192_168_128_15.1045->192 168 _130.135.21
192_168.128_15.1046—>192 168 _130.135.21
192 _168_128_.15.1047->192 168 _130.135.21
192.168.128.15.1048->192 168.130.135.21
1922.168.128.15.1049->192 168.130.135.21
192.168.128.15.1050->192 168.130.135.21
192.168.128.15.1051->192 168.130.135.21
192.168.128.15.1052->192_168.130.135.21
192_168_128_15.1053->192_168_130.135.21
192_168_128_15.1054->192 168 _130.135.21
1922.168.128.15.1055->192_168.130.135.21
1922.168.128.15.1056—>192 168.130.135.21
1922.168.128.15.1057-3>192_168.130.135.21
192.168.128.15.1058->192 168.130.135.21
192.168.128.15.1059->192_.168.130.135.21
192_168_128_15.1060->192 168 _130.135.21
192_168.128_.15.1061->192_168_130.135.21
1922.168.128.15.1062->192_168.130.135.21
1922.168.128.15.1063->192 .168.130.135.21
1922.168.128.15.1064->192 168.130.135.21
192.168.128.15.1065->192 168.130.135.21
192168 128.15.1066—>192 168 .130.135.21
192_168_128_15.1067->192 168 _130.135.21
192_168_ 128 15.1068->192_168_130.135.21
192_168_128_15.1069->192 168 _130.135.21
1922.168.128.15.1070->192 168.130.135.21
1922.168.128.15.1071->192 168.130.135.21
192.168.128.15.1072->192 168.130.135.21
192.168.128.15.1073->192 168.130.135.21
192.168.128.15.1074->192 .168.130.135.21
192_168_128_15.1075->192_168_130.135.21
192 _168_128_15.1076—>192_168_130.135.21
192.168.128.15.1077->192_168.130.135.21
1922.168.128.15.1078->192 168.130.135.21
1922.168.128.15.1079->192 168.130.135.21
192.168.128.15.1080->192 168.130.135.21
192.168.128.15.1081->192 168.130.135.21
192_168_128_15.1082->192 _168_130.135.21
192_168_128_.15.1083->192_168_130.135.21
1922.168.128.15.1084->192_168.130.135.21
1922.168.128.15.1085->192 168.130.135.21
1922.168.128.15.1086—>192_168.130.135.21
192.168.128.15.1087->192 168.130.135.21
192.168.128.15.1088->192 168.130.135.21

192.168.128.15.1089->192.168.130.135.21

TCP

RE8T ACK (seq: 12f799 ack: 1>

ack: 0O
ack: 0>
ack: 0>
ack: 0>
ack: 0>
ack: 0
ack: 0

(zeqg: la%ab
(seq: 26372
(seq: 16d%b
(seq: 24379
(seq: 25413
Czeqg: 15hela
Czeq: 1590
(zeq: 214bh2 ack: OO
(seq: 23451 ack: 0>
(seq: 93bc ack: 0>
(seq: 25ab2 ack: 0>
(seq: b8ab ack: 0>
Czeq: 2436 ack: 0>
Czeq: 36f1 ack: 0>
(zeq: 8575 ack: 0>
(zeqg: 3lal ack: 0»
(seq: 1a20c ack: 0>
(seq: Pd?3 ack: 0
(seq: 202ec ack: O
Cseq: 19271 ack: O
Czeq: 18f51 ack: O
(zeq: 134c5 ack: 0
(zeq: 54e? ack: 0O
(seq: 1d501 ack: 0>
(seqg: 3d63 ack: 0>
(seq: 16bB9 ack: O
(seq: 206fc ack: @)
Czeq: 16fed ack: 0D
Czeq: 23caB ack: O
(zeq: d45d ack: 0O
(seq: 195eb6 ack: 0O)
(seq: 26f2a ack: 0O0)
(seq: 121dd ack: O
(seq: c5d0 ack: O
Czeq: 27FB3 ack: 0D
Czeq: 94a7 ack: 0>
(zeq: 235af ack: O
(zeq: 17bh5 ack: OO
(seq: 20ef4 ack: 0)
(seq: 14339 ack: OO
Czseq: 142Bf ack: >
(zeq: fd9B ack: 0>
Czeq: 13920 ack: O
Czeq: 3980 ack: 0>
(zeq: 174h2 ack: 0O
(seq: 24eBc ack: 0)
(seq: 21463 ack: 0O0)
(seq: 15fae ack: O
(zseq: 18088 ack: O
Czeq: 1ca2b ack: )
Czeq: 1feB2 ack: OO
(zeq: 2chf ack: 0O
(zeq: 20332 ack: 0>
(seq: 52ch ack: 0>
(seq: 147e9 ack: O
(seq: 266d3 ack: O
(seq: di65s ack: 0>
Czeq: 352a ack: 0>
(zeq: 1f30h ack: 0>
(zeq: 1c2cd ack: 0O
(seq: 1a8%7e ack: 0O
(seq: 1e50f ack: 0O)
Cseq: 1612f ack: O
Cseq: 12746 ack: 0
Czeq: 1f5c7 ack: 0D
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]. Parameters of attack realization outcome

- LIS (Number of attack Steps) — number of terminal level attack
actions;

- (Percentage of Intention Realization) — percentage of the
hacker’s intentions realized successfully (for “Reconnaissance” it is a
percentage of objects about which the information has been received; for
“Implantation and threat realization” it is a percentage of successful
realizations of the common attack goal on all runs);

- Percentage of Attack actions Realization — percentage of
“positive” messages (responses) of the Network Agent on attack actions
(the “positive” messages are designated in attack visualization window by
green lines);

- PFB (Percentage of Firewall Blockage) — percentage of attack
actions blockage by firewall (red lines in attack visualization window);

- (Percentage of Reply Absence) - percentage of “negative”
messages (responses) of the Network Agent on attack actions (gray lines
In attack visualization window) .
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Example of experiment results for intention
1. “Gaining Access to host Resources”™

Configurations of firewalls: 1 - Both Net & Personal firewalls are active; 2 - Only Net
firewall is active; 3 - Only Personal firewall is active; 4 - None of firewalls is active
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Modeling and simulation of cyberwarfare
(between malefactors’ teams and securty teams)
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jll Research objectives

Interaction of team of malefactors and computer network
Development of the formal assurance system components

framework, models, Environment
architecture, and software
for agent-based modeling
and simulation of
adversarial interaction of
teams of malefactors and
security teams aimed to
create theoretical bases for
construction of integrated
Intrusion-aware trusted

security systems ,E: - Team of & .
- - - " & . malefactor's agents plll - [gamiof security
operating in adversarial :,a.% h oy Agents
environments. <y - Interaction of A —
malefactor’'s agents - >

security agents

—  » - attack route
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j. Range of Modeling Alternatives

Slower-thann
Real-Time

Fully Virtualized

ey Hardware Systemn

= Testbed

ot Simulation Tools: NS2,

3 Emulation OMNeT++ INET
Syistern Framework, SSF Net,

Packet-ltevel Simulation J-Sim, DaSSF,
PDNS,GTNetS, etc.

Mixed Abstraction
Simuiation
Analytical Models
(for example
Epidemic Models)

A21SD,] 40
LT ID2Y

104 103 1) i3 10% L0 107

Scalability

Source: [K.Perumalla, S.Sundaragopalan-04]
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Abstract model of team interaction

Comunmunication platform
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Structure of Teams

Malefactor

Structure of attack team

——————————————————————————————————————————————————————————————————————

Y “Master”

“Daemon”

“Daemon”

“Daemon”

/ target

\ DDoS

[ T attack

______________________________________________________________________

Structure of defense team

Defended host

P “Sensor”
(Sampler)

“Filter”

y

Attack agent

“Detector”

A 4

“Investigator”
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- Main Classes of Attack and Defense Parameters.

e Victim type

Attack module

e Attack type

e Impact on the victim
e Attack rate dynamics

e Persistent of agent set
e Possibility of exposure
e Source address validity
e Degree of automation

Parameters of Defense Efficiency

e Deployment location

Defense module

e Mechanism of cooperation
e Covered defense stages

e Attack detection technique

e Attack source detection technique
e Attack prevention/counteraction technique

e Model data gathering technique
e Determination of deviation from model data

Efficiency Parameters:
e List of detectable attacks

 Volume of the input traffic
before and after filters

» Percent of the normal
traffic and the attack traffic
on entrance to attacked
network

» Rate of dropped legitimate
traffic (false positive rate)

» Rate of admitted attack
traffic (false positive rate)

» Attack detection and attack
reaction times

« Computational complexity
. etc.
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b

Architecture of Simulation Environment

DDoS Framework

| Device models: attack bot, firewall |

Application models: attack and detense library,
packet analyzer, filtering table

A Jb

Internet Simulation
Framework
(OMNeT++ INET)

Device models: host,
router

Application models

Protocol models (network
and transport layer)

| Link models

= = J

&
o

A Jb

Multi-Agent System

Agent models: basic
agent, attack and defense
agents

Protocol models: agent
communication language,
application-agent
protocol

=/ = =

Simulation Framework (OMNeT++)

Simulation model

Component library

User interface: graphical, command

Simulation kernel
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j. User Interface of Simulation Environment

OMMeT ++,/Tken¥ - coop_methods

View  Options

Help

=101 x|

Man agement File Edit Simulate Trace Inspect
WindOW I'_Et| ré|ﬂ 57@ | 2 ms!" Ex!g!é!

B
UHTIL...

@ &alals

[ (coutvect
El

=10l %

FUH
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udp data enerate next udp packet, CusumlP . timer ..
eail pREndTxEvent ggnerate next ud pQu:kﬁONN-ESTA‘EI,.ﬁrﬂer 12942-225"
—:--r: J +1e-5§ +1e-7 +1e-6 +1e-3 +1e-4 +0, +1.01 +01 4—/
ad_t¥papp Feceived [IPD atagramludp data for transmizsion ;I
Starting transmizzion of [FPPFrame)udp data . 4E1.
j 260115029 A7 714907 BO0. 077503
i L_f Last value: 1=579.85242 [ 9m 3%s) value=1028 64 | Options...
a_zanlerdry config |1
J [etd::vector<GenericRule *» ] coop_methods.i_d_i[E].filkerT ak A
: gent
ad statznapn eneral ] Work
class std:vectar< GenericRule *» {
GenenicRule * rules_wvector[d] = 10.0.0.61 1 param ete rS
GenericRule * rulez_wector[1] = 192.168.01 1
GenencRule * rules_wvector[2] = 192.168.010 1
GenencRule * rules_wectar[3] = 192.163.011 1
GenericRule * rules_wvector[d] = 192.168.012 1 LI
coop_methods GULAT TACK_TEAR
- (&) DRV ATTACK, TEAM ACTIRMNS
_
_ . Daemolatta a TeamWOrk
I.Sleeplng
a_clle] = & a ol (@ TEAM ESTABLISHING ATTACKIMG parameters
i_chl] idet8] a? a3

Simulated network
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Configuration of the Internet Fragment
]. and Agent Teams

] - defense teams

d_=r
D etectar:init
L)
d_det ler:init

d_firews
at=r:init

D aemor:init

aMcli[ 3]

li D aemon:init
/a,_g[El

&

c— - attack agents oo IF nades
(daemons) oy
- attack agent {master)
= - victim

i_n:vlbi[-S]

U, \ ST g9
: # li[s]
des
configurator - .. ) J f-[
_ O

éqﬁn:init

ahae I.- ﬁhﬁi!

CIE (] ririt
bl Il,-a_ T L] [ EN@ ]
a_ch[d]
Daeﬂn:init
- a_cli[7]

i_ch[4]
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Learning Mode (1)

The main task of learning mode is to create the model
of generic traffic for the given network.

The clients send the requests to the server and it
replies.

At this time sampler analyses requests and uses them
to form the models and parameters for defense different
methods.

During the learning it is possible to watch the change of
traffic models.
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Learning Mode (2)

|

{std::vector<AR_MormHop *=) ...p[0].ad_sktak

_lof x|

[etd:wector<aBR_MormHop == ] power.d_firewall tecpdpp[d]. ad_statznapp. *[nhpw. gety ectorPrr

Seneral ]

class std;vector<AR_MormHop *:

AR_MormHop * *[nhpy. getyectarPr[]][0] =
AHE_MormHop * “[nhpy. getyectorPrr]1[1]
AR MHaoarmmHop # “[nhpw. getyyectarPr ][ 2]
AR _MHaoarmHop # *[nhpw. getyectarPr[])[3]
AHE_MormHop * “[nhpwy. getyectorPr[]][4]
AHE_MormHop * “[nhpy. getyectorPr]1[5]
AR _MHaoarmHop # *[nhpw. getyectarPr])[E]
AR_MormHop * *[nhpwy. getyectarPe]1[¥]
AE_MormHop * “[nhpy. getyectorPrr]1[E]
AR MHaormHop # *[nhpw. getyectarP(][3] =

AR _MHaormHop # *[nhpw. getyectarP(1[10] =
AHE_MormHop * “[nhpy. getyectorP]][11]
ABF_MormHop * “[nhpy. getyectorPr]][1 2]
AR _MHaoarmHop # *[nhpw. gefyectarPr11[1 3]

IP=10.0.0.36
IFP=10.0.0.35
IP=10.0.0.27
IF=10.0.0.34
IFP=10.0.0.25
IF=10.0.0.24
IF=10.0.0.31
IP=10.0.0.23
IF=10.0.0.25
IFP=10.0.0.26

IF=10.0.0.2

IF=10.0.0.2

IP=10.0.0.3

IFP=10.0.0.3

Hop=2
Hop=0
Hop=5
Haop=0
Hop=4
Hop=3
Hop=3
Hop=3
Hop=5
Hop=4
H Hop=4
P Hop=4
1 Hop=5
! Hop=0

=

Time=280.007
Time=2380.003
Time=271.374
Time=236.01

Time=263.711
Time=264.229
Time=231.6EE3
Time=285.36

Time=263.152
Time=292.011
Time=2396.011
Time=273.603
Time=274.052
Time=2380.007

List of hosts that sent requests to server and hops to

them after 300 sec of learning

Number
of hops
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Learning Mode (3)

rlwany new addresses in the

beginning

{cOut¥ector) ..all.tcpApr [0].ad_statsnapp

B ;

N\

=10l x|

many new addresses in the interval
between 0 and 50 seconds

(std:vector <AR_NormlIP *=) ..p[0].ad_s

2

. [cOutyector] power. :I_firewaN:pﬁ

ppl0]. ad_statznapp.Mew [Pe value [ptrlzBOE17E]

3
the maximum
Is 6 addresses,
the time
interval is 10
seconds, and ']
the shift is 3
seconds

i

-1 i 300

| Last value: t=2970005 [ 4m 573] walue=0

| Optiohs... |

. [zt wector<AR_MommlP <= pnwer.d_smymmm?#:!ﬁmc

Feneral ]

class std:vector<AR_MormlP = {

AR_MarmlP * *[hipw. getWectorPr ][
AR_MarmlP * *[hipw. getWectorPr ][
AR_MarmlP * *[hipw. getWectorPr ][
AR_MarmlP * *[hipw. getWectorPr ][
AR_MarmlP * *[hipw. getWectorPr ][
AR_MarmlP * *[hipw. getWectorPr ][
AR_MormlP = #[hipw. getyectorP ][
AR_MarmlP * *[hipw. getWectorPr ][
AR_MarmlP * *[hipw. getWectorPr ][
AR_MarmlP * “[hipw. getYectarP 3]
AR_MarmlP * *[hipw. getWectorPr1[10]
AR_MormlP * #[hipw. getectorPr 1]
AR_MarmlP * *[hipw. getWectorPr 1]
AR_MarmlP * “[hipw. getyY ectarPe][1
AR_MarmlP * *[hipw. getWectorPr1[1 4]

IF=10.0.0.33
IF=10.0.0.36
IP=10.0.0.37
IP=10.0.0.25
IP=10.0.0.27
IF=10.0.0.35
IP=10.0.0.24
IP=10.0.0.23
IF=10.0.0.31
IP=10.0.0.23
IP=10.0.0.26
IP=10.0.0.23
IP=10.0.0.22
IP=10.0.0.30

Tirne=12.0003
Tirne=14.0003
Tirne=14.0001
Timne=23.1377
Tirne=21.9345
Tirne=21.9947
Time=32.034

Tirne=35.1563
Timne=33.3222
Tirne=37.3433
Tirne=33.3253
Timne=33.925

Tirme=42.0536
Time=45.5316

Change of new IP addresses

amount

List of clients requested server and

considered as leqgitimate after 300 sec

of learning
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Learning Mode (4)

| The maximum value was Values of bits in
1742 .4 bit/s interval 10 seconds
P [=T
| (std::wector<AR_Stats *=) ...pp[0].ad s - |I:I|i|

J [cOutwector] power.d_firewall tgpipp[0]. ad_statznapp BPS walue [pir02BO0B1ES]

" )

l [ztd: wector<AR_Statz *»] power.d_firewall tepdpp[0]. ad_statznapp. *[hew. get

\f Genetal ] ]

871.21 claszs stdwector<AR_Stats *» {

AR_Statz * *[hev.getvectarP(])[0]

AR _Stats * *[hav.getectorP(])[1]
]
]

17424

[P=10.0.0.31 Bitz=0EE0
IP=10.0.0.22 Bitz=4532
IP=10.0.0.25 Bitz=h040
IP=10.0.0.27 Bitz=h704

AR_Statg * “[haw. getectorP())[2
AR Statg * *hew. getectorP{)][3

=3 ] =00 }

Last walue: t=297 0005 [ 4m 57s] walue=1195 2 | Options. .. I

Change of BPS (bit per

Values of transmitted bits for different
second) parameter

hosts
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jl. Decision Making and Acting (1)

- Normal work (interval 0 — 300 seconds)

- Defense team: Formation, start using BPS method

- Attack team: Formation

- Attack team: After 300 seconds - begins the attack actions
(intensity of attack for every daemon - 0.5, no IP spoofing)

- Defense team: data processing, attack detecting (using
BPS) and reacting (interval 300 — 350 seconds)

- Defense team: blocking the attack, destroying some
attack agents (interval 300 — 600 seconds)
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]I. Decision Making and Acting (2)

- Attack team: After 600 seconds - automatic adaptation
(redistributing the intensity of attack (0.83), changing the
method of IP spoofing (Random) )

- Defense team: data processing, failing to detect the attack

(using BPS method) - Detector sees that the input channel throughput

has noticeably lowered, but does does not receive any anomaly report from
sampler because BPS does not work.

- Defense team: Changing defense method on SIPM
(automatic adaptation).

- Defense team: data processing, attack detecting (using
SIPM method) and reacting — (interval 600 — 700 seconds)
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10000 —|

5000 —

N

Scheme of Acting

Graphs of channel throughput

—-— povwer. d_y pppl0] thra[1]: thrapot [bitYsec] [(pomler wec]

—il— power.d_r.pppl1]thru[0]: thruput [bit'sec] [pow]ey wec] AttaCk ' /’ .\'\ ‘/’\.\
, @ / \ /
r . o\ \ S\
traffic e / Vo
| * * :
| ’ “H‘\ /
AN
_ _ Lo Normal
Detecting attack traffic ‘ traffic

and making decision
Blocking attack traffic

R 7

Generic network traffic

o g \ \’T'\’|'\ X

Attack Start to Attack mode Start to
start block change block
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]. Cooperation between defense teams

|
Models of cooperation between distributed

defense teams:
(1) filter-level cooperation
(2) sampler-level cooperation
(3) “poor” cooperation:
(4) “full” cooperation
Such cooperation schemas are used in the
cooperative DDoS defense methods:
COSSACK, Perimeter-based DDoS defense,
DefCOM, Gateway-based, ACC pushback, MbSQD,
SOS, tIP router architecture, etc. )
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Configuration of the Internet fragment
]I and agent teams

Daemor:init) 1 o
I@ LD aeman:init

= - A
- ] = L

i_.:[a]_ St i

D aemaor:irg, L
. Jelh BE P nodes
a_ch[d] _ _

o UW[Q\‘ _ i_uI:I 1]

o g q i
DEE. 1] Ier:init [ i d_r[3 [49]

5 Filber:)
; g 18l
|_detj#] i F[4] {hE

i_chi3] L_d_r[4]

i . it
i ] " -.h'
‘Tm Samplerinit
e AN | ) O
= e 1] el
) o ] i det[3]

[]- defense teams

- attack agents
T (daemons)

+E

! i_ch[B] 1L det[E]

= - victim
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File Edit Simulate Trace Inspect Wiew Options Help
I-_J‘:':l“ rQhﬂ M nun' rAs! EH?R?SS.‘ U"%':.-' @EE%

(mal CERE TP

£l

=101 ]

J [e0utYectar) coop methods.d_firewall. ppp]. thru[0].thruput [bit/sec] [pti2a23

J [std::vectorsGenencRule *:] coop_methods.d_r.fil

| T=0.0000000 [ 0.00s)

|| Mext

Mz0z scheduled: 105

" Msgs creied: 313

|| Mzaz present: 313

Evisec: nfa || Simgeczec: nda ||E\-'.-"simse|:' rida
starter-S6Y ... timer,..alive zelf,..
starer-543° . . . . , timerl timer,
'fle'--ﬁ-nr'a.r-nr'--sr-|é-5+1é.41u|'1mru'm Hill "r"'"-rﬁn - fhm&"

M |»| |@| I

[ =

=

Zeneral i ]
class std:vectors GenencPule ® | ;‘
}
{std:vector <AR_Stats *=} -] =]

i

Coop_methodz] coop_methodz [id=1] [pti010B3008)

J [std:vector<AR_Stats *>] coop_methods.d_ firewall tepdpp(0] ad

izeneral: | ]

wop_methods

Dae

i cI|[4]

i cli[]

i ol
i det[0]

riinik

aemorinit
-Q || A)IQT@
 clif3]

u:u:nnf|g|uratorF'|t_E"r'_J

T cI|[1]

Filter'init

i r[3]

clazs st vector<&F_Statz * {

i

[

=

Soff ai[ﬁ.dedemjaﬁtratlon

idet[2]
Detectu:ur init M5
rinik
it
i (@ TEAM ESTABLISHING MTTACKING
cl[5] a ad
a_clf4]
Sampler:init ;I
i fw[3] % ; ?"
4 t[cgl][ ] coop_methods GUI.DEFEMSE _TEAkM
i_del
{(§) DRy DEFEMSE TEAM ACTIOMNS
d
(@ TEAM ESTABLISHING LEFEMDIML
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Security analysis of computer networks
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High Level Task Representation

+ + tB
- Model of Required 9
£ malefactor Metrics )
(<] ~
£ | v v
=
3 ) v —» Vulnerabilities T
External c 0 »
VuIneDra?bti)lfities § é L 5  Aftack L '§
y <3 > Routes §
- -
c g £
Analyzed 2% E® 3 Security Analysis «Weak » £
network 3 % 3 System places é
- = =
S 293
- o © 5 T x Security L
i ) - < & ° Level
& & - § 252 £
A 52 ® Ly Security
R .E* — Metrics
55
n
Updating of
network’s <€
specifications
Realization of
recommendations <€
on real network

RE-TRUST Kick-off Workshop, September 18-19, 2006



Main features of the Approach

Based on malefactor’s action simulation and integrated
family of various expert knowledge models
Two main phases:

= (1) construction of attack graph and

= (2) computation of different security metrics using combination of

gualitative techniques of risk analysis

Taking into account diversity of malefactor’s positions,
intentions and experience;

Estimating the influence of different configuration and policy
data;

Taking into account not only attack actions (which use
vulnerabilities), but the common actions of legitimate users
and reconnaissance actions;
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j. Main features of the Approach (cont'd)

= Investigation of various threats for different resources;
= Detection of “weak” places;
= Usage of up to date databases of vulnerabilities (NVD, OSVDB);

= The “CVSS. Common Vulnerability Scoring System” approach
is used for computation of a part of primary security metrics;

= Comparing calculated metrics and user requirements

= The qualitative techniques of risk analysis are used for
computation of security metrics (in particular SANS/GIAC and
FRAP technique).
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Generalized Architecture

A _A;l; _Z;d_ T e e ~ "\]
! y ' I security Policy :
—! System : | S iR ation : Parameters Requirements Reports
| Specification , | =F y y.
F Y

S - P ki i i i s’ Lkl

k 4 Y
User Interface
vt vt vt LR v
Madule of Maodule of Reports
' : Module of .
malefactor's i generating Lol secinbyfous generation
el generd assesgment module
realization attack graph
External
—
— & Metwork € »  database of
Module of Interface A
| data vulnerabilities
Maodule of »
generating ¢ s, lT
k internal
represantation of Maodule of
the model of data
analyzed system repository
and security polic
Ry update
v v v
Data Repository
Knowledge bases about network Databases of actions Additional databases
KB of malefactor KB about DB of DB of comman DB of DB of
about network network OB : reconnaissance actions of requirements for | software
A : ; of actions : : :
configuration configuration hich actions ordinary user security level names
KB of malefactor = WY e
about security KB abnuﬁ security vulnerabilities
policy pomey Security Level Evaluator
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-
| Integrated :
L level High level goals :
| |
| |
Aottt i e e e e 1
| Script stages l
| |
| . o T |
| Recconnai | iplaiittion Gaining Threat Hiding of Backdoors |
: ssance privileges realization traces creation :
: v v v :
| |
| T l |
: 3 Y L 2 L 3 L 4 L 4 L 4 :
: = Determination 0SsS Port scannin Services Confidentiality Availability Integrity :
| .% of “live" hosts || determination 9 | determination violation violation violation |
| |
o L —— v — :
: Active stack | Passive stack :
: analysis analysis :
| |
| |
| v E |
I |
| |
I |
L L L P L L TLe LT ([T, |
: ¥ ¥ ¥ v !
i Level of |1. TCP connect 1. Read file 1. SYN Flood 1. Delete file 1. Remote Administrator |
: actions 2 SYN scan 2. Read file by virus 2 Land 2. Delete file by virus Instaliation :
I 3. UDP scan 2. Using Microsoft Remote I
: Desktop Connection :
| |
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]. Generating Common Attack Graph

Realization of actions which are intended for malefactor’s
movement from one host onto another in the following cases:
= There is a possibility to realize the attack actions which use vulnerabilities of

software and hardware and which require that the malefactor already have the
privileges of local user

= Movement of the malefactor into the attacked host allows him to penetrate the
another segment of network

= Movement of the malefactor into attacked host allows him to use “trust
relationships”

Realization of reconnaissance actions for detection of “live” hosts
(ex., “ping” utility)
Realization of reconnaissance scenarios (the sets of actions) for

each of the detected hosts (ex, “nmap OS”, “nmap services”,
“banners”)

Realization of attack actions which use vulnerabilities of software
and hardware, and common actions of ordinary users
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Example: Attack Graph

Mconll

Services || Services-=Ban 05
{MEDIUM) (MEDIUM) || (MEDILIM)

¥ a4
I ; ‘Services->Banners-
I =08 IMEDILIA)

ey
1S (LOV (MEDIUM] | =085 MEDIL
[
s r : Services->Banners| | OS5
* || O (LOW) b MEDILM) (MEDHLIM;

¥
(MEDILIM)Y

Sarvi : ices-=Bann T E:an-ima-:-ﬁarﬁ
{mﬁz T =08 [Low) G Lo LoW) R
| F i L
(LOW) (LOWY) (Lo} (Low)
fip-dictionany i
AMEDIUM) r/"f i
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]‘ Model of Security Level Evaluation

Model of Security Level Evaluation consists of:

= Security metrics
= Rules (formulas) for their calculation

Two approaches for security level evaluation:
= Qualitative express assessment (!)
= Quantitative computation

Taxonomy of Security Metrics (SM)

= According to division of objects of attack graph
= SM of base objects (hosts, attack actions)
= SM of complex objects (routes, threats, graph)
= According to the order of calculation
= Primary (received directly from attack graph)
= Secondary (calculated on the basis of primary)
= Whether metrics are used for evaluation of general security level
= Basic (are used for evaluation of general security level)
= Auxiliary (are not used for evaluation of general security level)
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Basic Security Metrics

Criticality Level of the host Criticality(h)

Criticality Level of attack action Severity(a)

Damage Level of attack action Mortality(a,h)

Damage Level of route Mortality(S) or threat Mortality(T)

Access Complexity Level AccessComplexity(a),
AccessComplexity(S), AccessComplexity(T)

Admissibility of threat realization Realization(T)
Risk Level of threat RiskLevel(T)
General Security Level of network SecurityLevel

Technique of General Security Level Evaluation

Calculation of security metrics of basic and complex objects
Estimation of qualitative risk level for all threats

Evaluation of security level of analyzed computer network on basis
of received values of risk levels for threats
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Implementation:

- BX

- Security Analyzing System

Input  Actions  Repository  System  Assessment  Report  Help

fnalyzed Mebwork Model | Malefactor's Metwork Model | General Attack Graph

al ~
/,.
Fast Ethernet Swikc

CF_T_P serv_e_r: _____J:i
£ S
b

| Fast Ethernet Swikch 1 |
|

¢ Workstation_2
tation 17—
_\' +

\\\ |
ez
4 ¢ o

i

atic;__j_: | S vy
—C:_"uiuorl-:station_?__:) | Qfé_serv_e_r_}
o @;I_serv_e_r:}

4 [ >

£

i ¥

Log | Yulnerabilities | Metrics | Requirements | Reports

Initialization has been completed successtfully. Click on the Start button to continue. .
Cpening file: policy txt

Selacting network model number 1

Creating network model...

Creating malefactor's network model ..

Beginning of construction of the general attack graph...

[(>

W

Mexk Step

Skep by Step Stark

User Interface (1)

2 Security Level Evaluator

Input  Actions  Repository  Swstem  Report  Assessment  Help

ces- > Banners-> 05 TDI1 ping POA[LOW)

&nalyzed Metwork Model || Malefactor's Netwaork Model l General Attack Graph |

~
Sel

LOowW)

ping TOM{LOW )

. 1
PGS - 05 Server(LOW)

—

| -= Services- = Banners Laptop(LOW) |

E

lirewall{MEDILIM]

- 05 Laptop(LOW)
ping Lapk B

ing Firewall[ MEDIUM) |

= S - - 05 Lapkop(LOW)
-= Services Laptop(LOW)

] W
£ | >
Lag | Yulerabilities [ Metrics | Requirements | Reports

L)
0. Securty metrcs which are based on configuration of analyzed netwark =
Quantity of hosts in the analyzed computer netwark: 2
Quantity of hosts functioning under the following operating systems:
WIH_KP @ 2
WIM_CE: 1 w
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Implementation: User Interface (2)

Security Level Evaluator

Input Actions Repository Syskemn  Report  Assessment  Help

| Analyzed Nebwork Model || Malefactor's Network Model | General Attack Graph |
| Ftp—dictiona‘ S¥MNFood Server(LOW) | -~
->
> Services PDA(LOW) |
- : = 1
L‘ -> Services-> Banners PDA{LOW) P rS—— - Services->Bannel” . <o iyices-> Banners PDA(LOW) |
| -= Services-> Banners-> OS PDA(LOW) | | -= Services Server(LOW)
| mfiood positiiconsole(MEDILM) |
-=>05P LOW -
-= Services-> Banners-> OS5 TDM{LOW) el ) ping PDALOW)
-> 0S5 TDM(LOW) ping PDA(LOW) | -=> Services- > Banners-> 05 Server{LOW) | | -> 05 PositifConsole(MEDIUM) |'|so|e(MEDIUM} |
-= 05 Laptop(LOW)
- > Services TDj ping TDM{LOW) | -> Services Laptop (LOW) ERrzic Laptop(LO;H -= Services- > Banners PositifConsole{MEDIUM) |
T T
ing 5 1O | Servi-list-l Server(LOW) | ping Positif Consale(MEDILM) |
Fing w‘_":os s, (LOW) ping Laptop{LOW) |
kel | - Services- > Banners-> 05 PositifConsale (MEDIUM) |
N = a1
2 -> Services-
ces- = Banners Firewall{ MEDIUM) | ~> Services-> Bannars Laptop(LOW) | - > Services-> Banners-> OS Laptop(LOW)
ices Fi i
ices Firewal 5
—] ping Firewall(MEGIUM) | ServU-MKD Server(LOW) |
ping Laptd "> 05 Laptop(LOW)
Bariners-> OS Firewall(MEDIUM) | ->services-> Banners-> os ap(Low) |
| -> Services Laptop(LOW) |> OS5 Laptop(LOW) | v ST
- OS5 AP(LOW)
| - Services-> Banners TDM{LOW) E m
| _ping AP(LOW) | — e — e
-=> Services- = Banners AP{LOW) | ping PositifConsole{MEDIUM) | | I FlrzwaII(MEDIUI\1 srvices ERmTE ) SYNFlood AP(LOW)
| -» Services- = Banners-= 05 TDM{LOW)
| -> 05 Positconsole(meDium) | | -> services Firewal(MEDIUM) |
> 0S AP(LOW) I—‘5 - OS5 TOM{LOW)
- I -= Servi =
- > Services- > Banners-> 05 AP(LOW 5-= Banner, RIS
| . LOW) | o rostrcansole(menium) UM 05 Firewall(MEDILM)
- Services AP(LOW) - Services-> Bariners-=u =i Do
| -= Services PositifConsole(MEDILM) |
SYMFlood APILOW)
[ S¥NFload PasitifConsale{MEDILM) | v
< >
|_Lng-|| Vulnerahilities| Metrics ] Requirements || Repaorts
~
. Securty metrics which are based on configuration of analvzed netwark =
Quartity of hosts in the analyzed computer network: §
Quartity of hosts functioning under the following operating systems:
¥R - 2
AIN_CE - 1
LIML : 2
WIN_2000 ;1
MIN_2002 01
1. Security metrics of hosts
Criticality level of hosts:
Firewall : HIGH e

Step by Step Stark
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e Intrusion detection
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Different Sources of information

Host-base Temporal Data Relational Data
source System program 3 ] - n —
ogs of a =
SS\:stem oroararrl1 2 login failures =—— %. > Statistical
ystem program Z —> -
" Filtered OS D
Auditing system of OS ‘I—> audit trail —— o —>
Ll Mail Mail § Mail
DNS DNS service log —= @ o
: n statistical
service log : » —> "dataset
Telnet Telnet — >
HTTP 1N ~_ HTTP sqrwce |Og © FTP, Telnet
service T < log : — =3 :>H;[-arﬁét%§|5
FTP service —> Q
Appllca;m\nuaseckau rces e ‘l:> log o dataset
"""""""""""""" N o = 3 B Tepdump —
o => statlstlcal

dataset

[ == | 1 = = . r-s- = 1 I___

| icvmp .| DNS! [arrel T [smtel Tl [temetd | i|..| TP UDP! P |

| Data | Pata; Data /| | Data i| | Data: | Data /TCP; | Header

_____ Network Nétwork Network ‘Network Network Network _I\_l_e_twudrk

Packet Packet Packet Packet Packet Packet Packet
Network-based sources Time

RE-TRUST Kick-off Workshop, September 18-19, 2006



Multi-agent Architecture of Raw Data
Preprocessing and Intrusion Detection

Logs of applications (FTP, Mail,...)

Statistical attributes computed
during long time interval

Statistical attributes computed
during short time interval

Statistical attributes of
particular connections

Applications (FTP, Malil,...)

Sequences of vectors of the
applications events numbers

OS audit trail, outputs of system
programs

Statistical attributes computed
during long time interval

Statistical attributes computed
during short time interval

Statistical attributes of
particular connections

Operating system, System programs

Sequence of vectors of the OS
events numbers

i1t

Network traffic

]

Statistical attributes computed
during long time interval

Statistical attributes computed
during short time interval

Statistical attributes of
particular connections

Sequences of vectors of packet
headers attributes

-

Agent AP-4 Multi-agent

Intrusion
Agent AP-3 Detection
Agent AP-2 System
Agent AP-1

Agent 0S-4 Agent of meta-
level
Agent OS-3
Synchronization
Agent OS-2 :I_'
Decision
Agent OS-1 combining

Agent NT-4

Agent NT-3

v

On-line update of the
computer network
security status

Agent NT-2

Agent NT-1
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Case Study: Anomaly Detection in Computer
j‘ Network

Computer security status: {Normal , Abnormal}.

Types of attacks constituting class "Abnormal": {Probing, Remote to local
(R2L); Denial of service (DOS) and User to root (U2R)”.

Instances of attacks of respective classes: {SYN-scan, FTP-crack attack,
SYN flood, and PipeUpAdmin}.

Information Source: Network traffic raw data.

Data source 1: Stream of binary vectors specifying stream of headers of IP
packets within a connection (sequence of binary vectors).

Data source 2: Statistical attributes of particular connections manifesting in
input traffic. ( duration, status, total number of connection packets and
also other attributes specifying statistics of connections).

Data source 3: Statistical attributes of traffic during the short time (5 sec)
Intervals (four features specifying integral characteristics of input traffic--
numbers of connections and services of different types during last 5 sec).

Data source 4: Statistical attributes of traffic for long time intervals (composed
of the same statistics as previous ones averaged over 100 connections).
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]. High-level architecture of MIDS components
I

Visual user interface

b >
/’ s
Host S, y “\\HostT
Input . f— o _ . f
Traffic = ‘\g‘\\* —[ =2
X LI/ / | Y
NSScomponents V' T NSS components
eMessage '+ Ny \ s
eMessage / '
eMessage ‘ \
eMessage ‘ . > o o
v == NG =
L \ Y _ LV
NSS components - NSS components

Host S,

Host F
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j. Architecture of host-based MIDS components
|

Host-based components of the multi-agent security system

Intrusion@

From host-
based aients

|l

(3

4= Detection Agent .

% 1 g Archive of facts
-

- detected

3 : he host
a Intrusion on the hos
= Detection Agent

Host S,

» HostF HostT HostS, —> Visual user interface

1,2,3 - levels of processing; 1,2,...,7 —types of agents.
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‘.' Case-study Simulation

Multi-agent subsystem Attacker

[AD E.AlA, ACA, AD F'1] X Inpt
5- L] 1 E 3 l'- Trafﬁc
AD-P2. DA, ||:m2 Model

MNetwork protected
by agents

Aftack Goal (=

AD-E, AlA, ACA, AD-
AD-P2, IDA1, IDA2

Multi-agent subsystem

AD-E, AlA, ACA, AD-P1,
AD-P2, IDA1, IDA2
Multi-agent subsystem

. - host defeated by the malefactor . - host captured by the malefactor
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Multi-sensor DF learning:

meta-classification scheme

Result: Algorithm for

Meta-classifier —— léarning meta-
classifier

Testing
data

7

Base Classifier 1 Base Classifier 2

Data to be learned to be learned ...
source k I I

Data
source 3

/ Data source 2 \ I ]
Training and Training and

testing testing

Data source 1 \ data set 1 data set 2

Meta-classifier’s
training and
testing data

|

Base Classifier k
to be learned

I

Algorithms for learning Base classifiers

I

Training and
testing
data set k
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]. MIDLS architecture

Local data source

Architecture of the MIDLS components
associated with a local data source

I

Data source
managing agent

=

User interface

Testing

L)

I\ cacaAant >
m—

KDD agent >
Training

methods

Server of learning

| | B

Local source data
classifier (Local data
| source agent of IDS)

cl

Base

ase

cls

Base

clé

Meta-

classifier
(Referee)

%
K
-

To “Shared ontologY/ v \/

u Can be absent

manager agent” To Meta - Learning agent — “KDD Master”
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]‘ MIDLS architecture

Meta-level components of MIDLS
Meta-level KDD

agent

Global (shared) Meta-classification
ontology agent

Agent
A ’

Meta - Learning agent
(“KDD Master”)

User interface

12 N/N /N Training and
testing data

Server of learning methods
| |

To Data source V From and to local source
managing agent components of MIDLS
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 Deception systems, honeynets
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Deception System (DS) network architecture

=

—

Production System

1 1. Segment Level

L)
n
i
i
n
L

Wrapper
i Deception b
! module \

Production \
module \

SR -+
3. Service / Application Level
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]. Functional DS architecture

——————————————————————————————————————————————————————————————————————————————

] . .
Data Capture,| | Intruder Plan Deception
Logging ' | Recognition, Recognition | | | Plan
' Event generation
: Filtration -
Data Tracking, ¥i
Collection Intrusion Tracing and Trapping and
' Detection Profiling of |+ Deception
Intruder o
Data Control | | . o _ -
' Intruder Detection . Deception Reallzatloni

Remote Administration

User Interface

Administrator
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 Security policy specification and checking
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b

Workflow of security policy specification

and checking

PDL SDL system,
security  security 7 @ ' system network,
admin policy ..~ l ‘ '\, description security admin
R S _ 8 2
$ J. &,
) ) < S fr
Vs =/ =N ) A . 2oesyl)
errors ~---" \/ IR
_ _ errors
threats and | internal security |
vulnerabilities DB & system DB
.\ \ /\
ool
FAIL security N >
:2?_299 checker *y C—
Icy configuration | >
i PASS —>
| architecture | generator
generic
measurement
rulesets

of security level
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A

Architecture of security policy
verification system

U

[ 1

Verification
Manager

A

SPL

Parser

SDL

(

—

A 4

Model Checking VM

—

A 4

Event Calculus VM

A 4

Graph-based VM

A 4

A 4

SDL-SPL element matching VM

]

SDL-SPL security capabilities VM | |

1
v

A 4

Authorization VM

Verification
Result (Y/N)

Conflict Info

v

Filtering & Channel Protection VM

—

A 4

Authentication VM
—

'| Operational rule VM

[ 1

\4

Additional modules

Resolution
(SPL
modifications)

VM - security
policy verification
module
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j. Examples of Verification Modules
I

= Event Calculus verification module

= Security policies and system description are translated into domain-
dependent Event Calculus axiomatic

= conflict predicates are introduced
= abductive inference is used for conflict detection
= Implemented in Jess

= SPIN verification module

= Security policies and system description are translated into Promela
data structures, processes, and assertions

= policy conflicts introduced as additional assertions
= Impemented in SPIN-Promela
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Implementation of security policy
jll verification system

= VerificationManager
= registers, loads and authenticates verification modules

= invokes verify() method of verification modules for policy consistency
and enforceability checks

= debugs policy if conflicts have been found

= open for new verification modules
semi-lattice-based, semantic approach

= VerificationModule
= checks for policy consistency and predicts policy violations
= resolves conflicts by means of a resolution strategy
= permits independent development of module
= Speed up implementation
= needs administrator to check or change results
= choosing between proposed alternatives
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mdel Checking VM: functional model (IDEF)
|

Computer system

description (SDL) \

Security system
description (SPL)

Conflict detection /

structures

L, Verification result

— Conflict information

— Resolution

Specialized Model checker
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“ Model Checking VM: common architecture
|
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grent Calculus VM: functional model (IDEF)
|

Computer system

description (SDL) \

Security system
description (SPL)

Conflict detection /

structures

L, Verification result

— Conflict information

— Resolution

SICStus
Prolog

CIFF 3.0

Specialized EC Solver
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“ Event Calculus VM: technique
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Rl

£ SEC: security policy checker

File Modules Help

Select verification module(s) for load

Security policy verification system GUI
=10l %]

khbkkkkkikkbkbbkdd Yorification Time
L T T

#r5 milisec
FHREEHREE LN RRENECY Generated axioms
AR TN F VR R TRV EL

initially_false(F) iff [[Frauthorization_allowedfUser,
write, serverl], [F=authorization_denied{User, write,
servery]].

initiates(E,F,T) itF [[subject_rols

(User, fTPWriteal lowedkole), Esrequest_autharizatian
(User, write, sarver), Fzauthorization_allowed(lser,
write, server)], [subject_role

(User, fTPWriteDeniedRole), E-reguest_authorization
(User, write, server), Foauthorization_denisdiuser
write, serverl]].

AT i e Te 8 o el e e Se e e i e e S e fr Uuer—-},-
kbbb hbr i bbb drhbd it
ciff"resfsec/ec/policies.alp', [holds_ar
(authorization_allowed(User, Action, Target), T),
holds_atCauthorization_denied (User, Action, Target), T2,

R
LA L S LY

CONFLICT(S) FOUND

[subject_ralal_ 107066, FTPWriteal lowedRalal,
subject_role(_107066, TTPwWriteleniedRale), happans
(request_authorization_107066  write ,servery, 17027,
happens (reques t_authorization

" [] Deactivate FTPWriteDeniedRule

_! Manual modification

Registered modules

[ | Event Calculus verification module
[ | SPIM verification module
[ | Test verification module
[ | Test verification module 2 View |
Select policy and system description |‘f2_demu_authurizatiun_[:unﬂi[:t.xml | - | | View Ruld

4 yerification Results x|

VERIFICATION RESULT
System v2_demo_authorization_conflictxmi
o Module name SPIM verification module
Result
Conflict description
A B

hodule SPIM werification module Strategy

Authorization conflict Contradictory rules: FTPWriteAlln...

Status Resalvahle Resolve

Strategies OTP, Manual modificatio Next conflict

4. Deactivate or edit rules x| 4. select resolution strat x|
— Rules - Mvailable strategies
[| Deactivate FTPWriteAllowedRule = DTP or

Cancel

FTPwriteal lowedRole
conflicts.roles[1] =
FTPWriteDeniedRole

userRoles[0] =1

userkRoles[1] = 1
31: proc 1 (Rolepssignery Tine 31 "model"
(state 5) <valid end state>
31 proc 0 (:init:) line 51 "model"
(state 7) <valid end statex
31: proc - Cinever:) line 68 "model"

(state 11) <valid end statex
3 processes created

B T T i T T i o T i i i T i i
COMFLICT(S) FOUND

Rule-1: FTPwWriteallowedRule
Rule-2: FTPWriteDeniedRule

=
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